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Abstract

The capacity of core networks has increased tremendously due to recent technol-

ogy development in optical transmission and high-speed router/ethernet switches.

However, IP networks originally designed to provide best-effort services can not

guarantee strict or statistical quality-of-service (QoS) requirements for real-time

traffic flows because resources are not reserved and all packets are treated equally

in most nodes. Thus, it is very important to monitor network status and manage

network resources in order to guarantee QoS for flows with real-time performance

requirements. Since the delay performance strongly depends on the available band-

width of the path among many network resources, this dissertation is concerned with

monitoring the available bandwidth and proposing an admission control scheme of

internet flows based on the estimated available bandwidth.

First, a new mechanism is proposed to estimate the available bandwidth of a

queueing system, whose service rate and the load of input traffic are not known in

advance. In order to estimate the available bandwidth, we propose a probing method

called a minimally backlogging method and propose two statistics. The first statistic

is based on the delay of each probing packet and the second statistic is based on

the amount of probing packets served in a specific time interval. We first show that

an M/G/1 queueing system is stable when probing packets are sent to the system

according to the minimally backlogging method. We also show that the available

bandwidth can be estimated by using either of the two statistics if the probing

packets are sent to the queueing system by the minimally backlogging method.

Especially, the second statistic can be used to estimate the available bandwidth of

a G/G/1 queueing system. We apply the theory developed for a single server in

order to estimate the available bandwidth for a local server as an application. The

accuracy of the two proposed statistics is evaluated numerically under Poisson and
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self-similar traffic loads.

Second, a new mechanism which estimates the available bandwidth for multi-

ple hop routes is proposed by extending the approach for a single server, especially

with the second statistic, and introducing a simplified path model which simplifies

a multiple hop path into a combination of a fixed delay component and a virtual

server. Since the proposed mechanism can estimate the available bandwidth quickly

and track it adaptively and continuously, a reasonable range of available bandwidth

for a short time interval can be obtained using the mean and variance of the esti-

mated available bandwidth. The performance of the proposed available bandwidth

estimation mechanism is evaluated by simulation in a multiple hop network topology.

Finally, a scalable architecture and an admission control algorithm for real-time

flows are proposed. Since individually managing each traffic flow on each of its

traversed routers causes a fundamental scalability problem in both data plane and

control plane, we consider that each flow is classified at an ingress router and data

traffic is aggregated according to the class inside the core network in our proposed re-

source management architecture as shown in a DiffServ framework. In our approach,

admission decision is made for each flow at the edge (ingress or egress) routers, but

it is scalable because the algorithm consists of simple arithmetic computations and

a single comparison logic. In the proposed admission control scheme, an admissible

bandwidth, which is defined as the maximum rate of a flow that can be accom-

modated additionally while satisfying the delay performance requirements for both

existing and new flows, is calculated based on the available bandwidth which is esti-

mated by edge routers through monitoring minimally backlogging probing packets.

The admissible bandwidth is a threshold for admission control, and thus, it is very

important to accurately estimate the admissible bandwidth. The performance of

the proposed scheme is evaluated with a set of simulation experiments using highly

bursty traffic flows.
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1. Introduction

1.1 Background

The Internet was originally designed to provide best-effort services to all users.

Thus far the Internet has not provided resource reservation mechanisms for Qual-

ity of Service (QoS) control, and all packets are treated equally. In the past this

approach worked well, because applications did not require strict QoS in terms of

delay. However, a drastic increase in the capacity of IP core networks due to high-

speed optical fiber and high-speed router/ethernet switches, and the development

of powerful compression techniques, led to creating new types of applications such

as Internet telephony, multimedia streaming, and web casting. These applications

generally require low end-to-end delay and low delay variation. To address this prob-

lem, the Internet Engineering Task Force (IETF) has proposed two different service

models: Integrated Services (IntServ) [1] and Differentiated Services (DiffServ) [2].

In the IntServ architecture admission control is performed for each flow. Request

from each flow is accepted (or rejected) depending on the level of available resources.

A signalling protocol, RSVP [3] is used to reserve resources for each router along

the path between a source and a destination. While this architecture can guarantee

QoS, it may cause a significant scalability problem. Routers need to process per-flow

reservation requests, and maintain per-flow forwarding and QoS states to guaran-

tee QoS for each flow. If the number of flows is very large, the implementation
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may not be possible. Even though there are some attempts to make such designs

more scalable through aggregation and hierarchy [4], this scalability of the IntServ

architecture is still questionable.

DiffServ is another service model developed to provide QoS while avoiding the

scalability problem of IntServ. DiffServ requires neither per-flow admission control

nor signalling. Routers are divided into two groups, edge and core routers, in the

DiffServ architecture. Only the edge routers process traffic on a per-flow basis. Core

routers merely forward packets based on the DS field in the packet headers and does

not maintain per-flow state. Thus, DiffServ scales well with an increasing number of

flows, but it has some disadvantages compared to the IntServ model. Since admission

control has not been defined yet, QoS can not be guaranteed through DiffServ.

Thus, scalability in DiffServ and QoS support capability in IntServ need to be

combined to provide a scalable solution to QoS guarantee problems for real-time

traffic. In order to guarantee QoS for real-time flows that are sensitive to the end-

to-end delay, the network should provide some functionality both in user plane and

control planes. In the user plane routers should have a capability to distinguish real-

time traffic from best effort traffic and schedule them differently depending on the

class of traffic in order to satisfy delay constraint and provide minimum bandwidth

for high priority class traffic. Many scheduling algorithms such as Weighted Fair

Queueing (WFQ) [5], Self-Clocked Fair Queueing (SCFQ) [6], Virtual Clock (VC) [7],

Worst-case Fair Weighted Fair Queueing (WF2Q) [8], and Rate-Controlled Earliest

Deadline First (RC-EDF) [9] have been proposed to support QoS in the user plane

thus far. Core routers can identify the class of each flow based on the DS field.
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In order to guarantee QoS in terms of packet loss, a proper buffer management

mechanism should be used. For buffer management schemes with priority, a push-

out mechanism and a partial buffer sharing mechanism were proposed using the

threshold or resume level control [10–15].

In the control plane, admission control, resource reservation and QoS state man-

agement are very important to support QoS. We can avoid maintaining per-flow

states in core routers if we classify the flow according to the value of DS field and

manage aggregate traffic for each class. Even though we serve several classes of traf-

fic according to a strict priority scheduling policy, if high priority class is overloaded,

all flows in that class suffer from a degradation in service and QoS may not be guar-

anteed for that class. Thus, in order to guarantee QoS for real-time flows, admission

control is indispensable to limit the amount of offered traffic for the premium class.

1.2 Problem Statements

It is very important to reliably estimate available bandwidth of a path for high

utilization of network resources as well as QoS guarantee for real-time flows. If the

available bandwidth for a specific network path is known to a traffic source node,

the source node can avoid paths in congestion in advance [16] or the information

about the available bandwidth can be used for traffic engineering (TE) in IP/MPLS

networks [17–19]. Thus, it is very important to monitor available bandwidth in

order to exploit network resources efficiently. The first issue of this dissertation is

to propose a quick and reliable mechanism for estimating the end-to-end available

bandwidth without incurring overload to the network.
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IntServ can not provide QoS support for real-time traffic over the global scale

due to a serious scalability problem. DiffServ can not also satisfy delay constraints

for real-time flows without an admission control scheme. Thus, we propose a new

flow admission control scheme for DiffServ-like service models where no per-flow

state is managed in core routers, there are only a small number of classes defined

in the backbone domain, and thus, flows are treated on the aggregate traffic level

based on the classes.

We develop a scalable architecture and an admission control scheme for real-time

flows. We consider end-to-end delay as a QoS requirement because real-time flows

are more sensitive to delay than loss. In our approach, admission control decisions

are made at ingress routers, without maintaining per-flow state in either network

core nodes or egress nodes, and without coordination of states with core nodes.

Conventional admission control schemes usually send probing packets or signalling

packets to the destination node or egress router upon receiving a request from a

new flow [20, 21]. Thus, admission decision can be made after at least round-trip

time from the request time. For real-time flows with a very small delay constraint

or networks with long round-trip time, this can be a problem. In our scheme,

admission decision is made promptly upon receiving a request from a new flow while

estimating the available bandwidth for a specific path periodically independent of

request arrivals. Thus, fast admission decision is possible.

The second issue of this paper is to develop an architecture and an admission

control scheme by taking into account the following:

• guarantee of delay QoS;
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• high utilization through statistical sharing among flows;

• scalability (no per-flow state management in core routers);

• fast admission decision

1.3 Chapter Organization

This dissertation is organized as follows: In Chapter 2, we review related works.

In Chapter 3, we propose a probing method called a minimally backlogging method

and propose two statistics in order to estimate the available bandwidth of a queueing

system. In Chapter 4, we introduce a simplified network path model and propose

a mechanism to estimate the available bandwidth for an end-to-end path based on

the simplified path model and the minimally backlogging method. The proposed

estimation mechanism is evaluated numerically. In Chapter 5, we propose an admis-

sion control scheme, and develop a mechanism to calculate admissible bandwidth,

a threshold for admission control, based on the estimated available bandwidth. We

evaluate the performance of the proposed admission control scheme numerically.

Finally, conclusions and further studies are presented in Chapter 6.
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2. Review of Related Works

2.1 Bandwidth-Related Metrics

We first introduce three bandwidth metrics: capacity, available bandwidth, and bulk

transfer capacity (BTC). The first two can be defined for both individual links and

end-to-end paths, while BTC is usually defined only for an end-to-end path. We

only consider links at the IP layer (layer 3), which is also called hops in this chapter.

2.1.1 Capacity

The capacity Ci of a hop i is defined as the maximum possible IP layer transfer rate

at that hop. The capacity C of an end-to-end path is defined as

C = min
1≤i≤H

Ci,

where Ci is the capacity of the i-th hop, and H is the number of hops in the path.

Thus, the end-to-end capacity C is determined by the minimum link capacity in the

path. The link with the minimum capacity is the bottleneck link on the path.

2.1.2 Available Bandwidth

We first define the available bandwidth of hop i over a certain time interval. If Ci is

the capacity of hop i and ui is the average utilization of that hop in the given time

interval, the available bandwidth Ai of hop i in the given time interval is defined as

Ai = (1− ui)Ci,
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that is, the unused portion of the capacity.

The available bandwidth for an end-to-end path is defined as [22]

A = min
1≤i≤H

Ai,

where H is the number of hops in the path. The link with the minimum available

bandwidth is called the tight link of the path.

Since the available bandwidth can change dynamically over time, it is very dif-

ficult to estimate the available bandwidth quickly and accurately. However, quick

and reliable estimation is required especially for applications that use available band-

width measurements to adapt their transmission rates. In contrast, the capacity of

a path typically remains constant for long time intervals if route changes or link fail-

ures do not occur. Therefore, the capacity of a path does not need to be measured

as quickly as the available bandwidth.

2.1.3 Bulk Transfer Capacity

Another key bandwidth-related metric in TCP/IP networks is the throughput of a

TCP connection. It is not easy to define the expected throughput of a TCP con-

nection since several factors may influence TCP throughput, including transfer size,

type and load of cross traffic (UDP or TCP), number of competing TCP connec-

tions, TCP socket buffer sizes at both sender and receiver sides, congestion along

the reverse path, as well as the size of router buffers and capacity. Furthermore,

the throughput of a large TCP transfer over a certain network path can vary signif-

icantly when different versions of TCP are used even if the available bandwidth is

the same [22].
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The BTC [23] is a metric that represents the achievable throughput by a TCP

connection. BTC is defined as the maximum throughput obtainable by a single TCP

connection. The connection must implement all TCP congestion control algorithms

as specified in RFC 2581 [24].

We need to note that the BTC and available bandwidth are fundamentally dif-

ferent metrics. Different from BTC depending on TCP, the available bandwidth

metric does not depend on a specific transport protocol. The BTC depends on how

TCP shares bandwidth with other TCP flows, while the available bandwidth is the

additional bandwidth a path can support before the tight link of the path is satu-

rated. As an example to illustrate the difference, we consider a single-link path with

capacity C that is saturated by a single TCP connection. The available bandwidth

for this path would be zero due to path saturation, but the BTC would be about

C/2 if the BTC connection has the same round-trip time (RTT) as the competing

TCP connection.

2.2 Estimation of Available Bandwidth

The concept of available bandwidth has been important throughout the history of

packet networks, from the aspects of both research and practice. In the context of

transport protocols, robust and efficient use of available bandwidth has always been

a major issue, including Jacobson’s TCP [25]. The available bandwidth is also a

crucial parameter in capacity provisioning, traffic engineering [17–19], optimal route

selection in overlay networks [26], QoS management, streaming applications [27],

server selection [28], and in several other areas.
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While studies on characterizing bottleneck link capacity have received a lot of

attention [29–36], how to estimate available bandwidth on an end-to-end Internet

path is also becoming an important issue and has been studied recently. The first

attempt to measure available bandwidth was C-probe [36]. The C-probe is to es-

timate the available bandwidth from the dispersion of trains of eight packets. A

similar approach was taken in pipechar [37]. They assumed that the dispersion of

long packet trains is inversely proportional to the available bandwidth. However, it

was shown that this is not true by Dovrolis et al. [38]. The dispersion of long packet

trains does not measure the available bandwidth in a path, but measures a different

throughput metric that is referred to as Asymptotic Dispersion Rate (ADR).

Another available bandwidth measurement technique, called Delphi, was pro-

posed in [39]. The main idea in Delphi is that the spacing of two probing packets at

the receiver can provide an estimate of the amount of traffic at a link, provided that

the queue of that link is not empty between the arrival times of the two packets.

Delphi assumes that the bottleneck link bandwidth is known. Since Delphi assumes

that the tight link is the same as the bottleneck link, this model is not applicable

when the tight link is different from the bottleneck link.

Melander et al. [40] proposed a TOPP probing method which is an extension

to the packet pair probing technique. TOPP uses sequences of packet pairs sent

to the path at an increasing rate. They estimate the available bandwidth and the

capacity of the link with the smallest link rate from the relation between the input

and output rates of different packet pairs. The relation between the sending rate

and the receiving rate is analyzed based on a segmented regression method. The

9



regression method works well when the breakpoint of each segment is known, but in

the case that the network is highly congested, it is usually difficult to obtain these

breakpoints and apply the regression method. In addition, TOPP is computationally

intensive to implement.

Jain and Dovrolis [41, 42] proposed a tool called pathload. Pathload is to esti-

mate the range of available bandwidth iteratively, not the exact value of available

bandwidth. Since the pathload tries to find the available bandwidth for a network

path iteratively based on a binary-search algorithm, it has a rather long convergence

time and may fail to accurately estimate the available bandwidth especially when

the available bandwidth varies significantly before the iteration ends.

Ribeiro et al. [43] proposed a tool called pathChirp. PathChirp is based on

the concept of self-induced congestion. PathChirp uses an exponentially spaced

chirp probing train in order to rapidly increase the probing rate within each chirp

and estimates the available bandwidth based on the queueing delay signature [43].

The optimal choice for the pachChirp-related parameters including the busy period

threshold L and decrease factor F may depend on the cross-traffic statistics at queues

on the path. Although pathChirp needs lighter probing load than for pathload,

pathChirp’s estimates usually have a negative bias yielding conservative results.

Hu and Steenkiste [44] proposed two available bandwidth measurement tech-

niques: an initial gap increasing (IGI) method and a packet transmission rate (PTR)

method. The IGI and PTR algorithms send a sequence of packet trains with increas-

ing initial gap from the source to the destination host. Different from pachChirp,

inter-packet spacing is fixed during a packet train and the probing rate varies for
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different packet trains. The IGI algorithm uses the information about changes in

gap values of a packet train to estimate the competing bandwidth on the tight link

of the path. The available bandwidth is obtained by subtracting the estimated com-

peting traffic throughput from an estimate of the bottleneck link capacity. Since

IGI is developed under the assumption that a tight link is also a bottleneck link and

uses the bottleneck link capacity in the estimation of the available bandwidth, the

accuracy degrades if there are errors in the bottleneck link capacity measurement

or the tight link is not the bottleneck link. The PTR method uses the average rate

of the probing packet train as an estimate of the available bandwidth. Although

IGI and PTR yield the estimation results faster than pathload [42], their accuracy

degrades when the tight link is different from the bottleneck link.

In order to estimate the available bandwidth for a network path quickly and

accurately by overcoming the drawbacks of existing schemes, we propose a new

available bandwidth estimation mechanism based on a simplified path model and a

minimally backlogging concept.

2.3 Admission Control

Admission control algorithms for internet flows can be classified into two categories.

The first is a model-based approach and the second is a measurement-based ap-

proach. In the model-based approach input traffic is usually mathematically modeled

and admission is determined based on the mathematical model and the parameters

characterizing input traffic. There were some approaches calculating effective band-

width for a fluid input model or leaky-bucket regulated input traffic [45, 46]. Guerin
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et al. [45] evaluated the equivalent capacity of a set of connections multiplexed on

a link defined as the amount of bandwidth required to achieve a desired QoS in

terms of buffer overflow probability. They use a two-state fluid-flow model for input

traffic. Assuming the burst and idle periods are exponentially distributed, they use

a connection metric vector (Rpeak , ρ, b), where Rpeak is the peak rate of a connection,

ρ is utilization of a connection, i.e., fraction of time the source is active, and b is

the mean of the burst period. They obtain the smallest value Ĉ of the service rate

c that ensures a buffer overflow probability smaller than ε for a given buffer size x

as follows:

Ĉ = min

{
m + α′σ,

N∑

i=1

ĉi

}
,

where m is the mean aggregate bit rate, σ is the standard deviation of the aggregate

bit rate, α′ =
√
−2 ln(ε)− ln(2π), and ĉi is the equivalent capacity of a single

connection i. The detailed form of ĉi is given in [45].

Elwalid et al. [46] considered admission control for leaky-bucket regulated input

traffic. The token rate r bounds the long-term average rate of the regulated traffic,

BT is the token buffer size, and P is the burst size which bound the peak rate. They

consider two cases of lossless multiplexing and statistical multiplexing. For lossless

multiplexing, e0 is referred to as the effective bandwidth for lossless performance.

If e0,i is the effective bandwidth of the i-th virtual circuit, then the set of circuits

{1, 2, · · · , I} is admissible if
I∑

i=1

e0,i ≤ C,

where C is the transmission bandwidth of the multiplexer. The detailed from of

e0,i is given in [46]. For statistical multiplexing, they consider loss ratio as a QoS
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requirement. Let J denote the number of classes, where each class is associated

with a particular set of parameters for the regulator (r,BT , P ), and Kj denotes the

number of virtual circuits of class j. The conservative bound of admissible set is

obtained as

ÃL,K̃ =



K :

J∑

j=1

Kjej ≤ C



 ,

where L is the loss performance target, ej is the effective bandwidth of class j traffic

sources. ej is obtained using Chernoff’s bound [47] and the detailed form of ej is

given in [46].

The reliability of source models is a matter of concern in these model-based

approaches. However, both a two-state fluid model of [45] and an on-off model of [46]

developed for ATM network do not consider a long-range dependence property which

is an important characteristic of the current internet traffic [48, 49]. It is possible to

define effective bandwidth for input traffic modeled by fractional Brownian motion

which has self-similarity and long range dependence by using a large deviation theory

[50, 51]. However, even effective bandwidth based on a large deviation theory is not

fully compatible with the realistic internet traffic according to [52]. A Fractional

Stable Motion process proposed in [53] can capture not only the self-similarity of

the traffic, but they also match its level of burstiness. The marginal behavior of

Fractional Stable Motion processes is given by alpha-stable (long-tailed) distribution,

of which the Gaussian distribution is a particular case. However, a meaningful

definition of effective bandwidth for the general alpha-stable self-similar processes

has not been proposed yet [52].

In addition, if we calculate the effective bandwidth just based on the parameters
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of long-range dependent traffic considering QoS requirements such as loss probabil-

ity, the utilization of the bandwidth may be very low. Since the rate fluctuation of

long-range dependent traffic is very large, if we allocate bandwidth conservatively

considering the worst case, a large amount of bandwidth may be wasted for the

duration of the flow. However, if we monitor the network status periodically, we can

increase the bandwidth utilization by capturing the dynamic network status and al-

locating the resource accordingly. Measurement-based admission control algorithms

(MBACs) can achieve a much higher utilization than parameter-based algorithms

while providing somewhat relaxed QoS [54].

We can classify MBACs into three categories depending on the location of admis-

sion decision. First, admission decision is made at ingress end hosts. The end host

probes the network by sending probe packets at the data rate it wants to reserve

and recording the resulting level of packet losses (or ECN congestion marks [55]).

The host then admits the flow only if the loss (or marking) percentage is below a

threshold value. This type of admission control is called the endpoint admission

control [21, 56]. The endpoint admission control requires no explicit support from

routers; routers do not keep per-flow state information and do not process reser-

vation requests, and routers drop or mark packets in a normal manner. Thus, the

endpoint admission control does not have a scalability problem. However, probing

inherently involves a significant set-up delay, on the order of seconds, and thus, not

all real-time applications can tolerate such a long set-up delay. In addition, since it

is not possible to police the amount of traffic offered by a host in this case, strict or

statistical QoS can not be guaranteed by this endpoint admission control.
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Thus, a source node determines whether to send a flow into the network by itself

in the first type of MBAC. In the second type of MBAC, an egress end host performs

admission control. As an example, admission control is needed for the overloaded

web server in order to protect a severe degradation in throughput and to improve

QoS [57]. Evaluation of web server performance generally focuses on achievable

throughput and latency for a request-based type of workload as a function of traffic

load. In case of commercial web servers, it is very important to process the entire

sequence of requests needed to complete a transaction. Thus, Cherkasova et al. [57]

considered the following requirement as a crucial web QoS:

• A fair chance of completion for any accepted session, independent of session

length.

This type of admission control is appropriate for point-to-multipoint or multipoint-

to-point services.

Third, admission decision is made at network nodes. Several measurement-based

admission control algorithms belonging to the third type have been proposed [54, 58–

67]. Each algorithm has two key components: a measurement process that produces

an estimate of network load, and a decision algorithm that uses this load estimate to

make admission control decisions. In each algorithm measurements are taken on the

aggregate traffic without managing per-flow state and admission control decisions are

made for each flow. Since it is difficult to predict future behavior accurately with

traffic measurements, MBAC may result in occasional violation of the contracted

QoS. It is reported that the admission control algorithms in [54, 58–66] can not meet

statistical QoS targets in terms of loss ratio[68]. Each of these algorithms makes
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the admission decision on a link-by-link basis. Thus, these algorithms require the

cooperation of intermediate nodes in the admission control process. Grossglauser

and Tse [67] analytically investigated measurement-based admission control using a

time-scale decomposition approach. However, their study is limited to a bufferless

single link and the considered QoS is the overflow probability at a node, not an

end-to-end QoS.

Cetinkaya et al.[69] proposed a scalable admission control algorithm called the

Egress Admission Control. It achieves scalability by making admission control deci-

sions only at egress routers without maintaining per-flow state. Admission decisions

are made based solely on aggregate measurements obtained at a flow’s egress router.

A service envelope is introduced as a new concept to adaptively describe the end-to-

end service available to a traffic class. The service envelope effectively exploits the

features of backbone nodes’ schedulers and the effects of statistical resource sharing

at both the flow level and the class level when there are multiple service classes.

Before the definition of statistical service envelope is given, the concepts of essential

traffic and available service is defined as follows[69]:

Definition 2.1 (Essential Traffic) The essential traffic of class n with respect to

class i is defined as

An
Di

(s, t) = An(s, t + Di) ∩ Y n(s, t + Di),

where An(s, t) and Y n(s, t) denote the total class-n traffic arriving and served in

time interval [s, t], respectively, and Di is the delay bound for class i. The essential

traffic can be interpreted in the following way: if we suppose a class-i packet arrives

at time t and is served exactly at its delay bound t+Di, then An
Di

(s, t) is the class-n

traffic which will be served before the class-i packet. The essential traffic is a function

of the particular service discipline.
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Definition 2.2 (Available Service) Let Ãi(s, t) denote the minimal class i input

such that class i is continuously backlogged in [s, t] 1. The available service of class

i in [s, t + Di] is defined as the class i output Ỹ i
Di

(s, t) given this minimally back-

logging input traffic Ãi(s, t), and other classes’ input traffic as their essential traffic

An
Di

(s, t), n 6= i.

The available service Ỹ i
Di

(s, t) is a function of the scheduling mechanism and the

essential traffic An
Di

(s, t), n 6= i and is independent of the input traffic of class i.

Thus, the available service Ỹ i
Di

(s, t) is decoupled from the input traffic of class i

Ai(s, t), while the actual output process Y i(s, t + Di) is decided by the inputs of all

classes.

Definition 2.3 (Statistical Service Envelope) A sequence of random variables

Si
Di

(t) is a statistical service envelope of class i’s traffic, if for any interval [s, s+ t],

the available service Ỹ i
Di

(s, s + t) satisfies

Ỹ i
Di

(s, s + t) ≥ Si
Di

(t).

As we can know from Definition 2.2, the available service Ỹ i
Di

(s, t) can be ob-

tained only when there are existing flows Ai(s, t) for the selected path, and conse-

quently service envelope Si
Di

(t) can not be obtained for the first flow for the path.

This is a problem of the Cetinkaya’s admission control algorithm. In addition, if

the load of the existing flows Ai(s, t) are very low, it is difficult to obtain a reliable

service envelope. Even if the load of the existing flows is not so low, the service

envelope may not be obtained for the full observation window of the length of T .
1The concept of continuous backlogging is described in Chapter 4 in detail.
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We circumvent the problem of Cetinkaya’s admission control algorithm by intro-

ducing a different definition of available service, which can be obtained by monitoring

probing packets sent through a specific path. Since the probing packets are offered

in each window, the problem of low traffic load does not occur in the proposed

admission control scheme.
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3. Estimation of Available Bandwidth for an

Unidentified Queueing System

3.1 Introduction

In this chapter, we investigate how to estimate the unused processing capacity, here

called the available bandwidth, of a queueing system with an unknown service rate.

Fig. 3.1 shows a queueing system of interest. C and λ denote the service rate and

the arrival rate of packets except probing packets, respectively. Let L denote the

average size of packets except probing packets. Then, for the queueing system,

available bandwidth Ca is defined as

Ca = C(1− ρ),

where ρ = λL/C. If the parameters C, λ and L representing a queueing system are

unknown, this system is said to be unidentified in this paper. We propose a new

method to estimate the available bandwidth C(1 − ρ) of an unidentified queueing

system, in other words, we will show that the unused bandwidth of an unidentified

queueing system can be estimated by sending minimally backlogging probing packets

and measuring only the probing packets. The definition of minimal backlogging

is given in the next section. The concept of minimally backlogging input packet

sequence was introduced by Knightly [69, 70] in order to define available service

between a specific node pair in the communication networks. The available service

is also defined in this paper, but it is different from that defined in [69] or [70]. The
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C

probing packets

Figure 3.1: Unidentified Queueing System

difference will be described in Section 3.4 along with a new definition of available

service.

In the area of communication networks, there have been several attempts to

estimate the available bandwidth of a network path [36, 38–41, 44]. However, there

has been no approach based on the minimally backlogging concept. Since a network

path between a node pair usually consists of multiple hops, a tandem queueing

system is required to accurately model a network path in communication networks.

It is not a simple problem to estimate the available bandwidth of a tandem queueing

system. In this paper we develop a theory to estimate the available bandwidth of a

single queueing system. This work will be extended to a more complicated problem

of estimating the available bandwidth for tandem queueing systems in the next

Chapter.

Supposing that it is possible to send minimally backlogging probing packets,

we consider two estimation schemes. The first scheme is to estimate the available

bandwidth by measuring the delay of each probing packet, and the second scheme

is to estimate the available bandwidth by measuring the total amount of probing

20



packets served during a specific time period. The first estimation scheme is analyzed

for an M/G/1 queueing system. Furthermore, the second scheme can be used to

estimate the available bandwidth of a G/G/1 queueing system.

The rest of this chapter is organized as follows. In Section 3.2, we propose a

probing method called a minimally backlogging method and investigate the stability

of an M/G/1 queueing system when the minimally backlogging method is used. In

Section 3.3, we propose a statistic based on the delay of each probing packet to

estimate the available bandwidth of the M/G/1 queueing system. We show that the

statistic becomes an unbiased estimator of the available bandwidth in case of probing

the queueing system for an infinite duration and the mean square error converges to

zero. In Section 3.4, we propose another statistic based on the amount of probing

packets served in a specific time interval to estimate the available bandwidth of

a G/G/1 queueing system. The second statistic is also an unbiased estimator of

the available bandwidth with an infinite probing time and the mean square error

converges to zero. In Section 3.5, as an application we consider the problem of

estimating the available bandwidth of a local server. In Section 3.6, we evaluate

the accuracy of two statistics numerically for a finite probing time under Poisson

and self-similar traffic loads and evaluate the performance of the available bandwidth

estimation scheme for a local server. Finally, conclusions are presented in Section 3.7.

3.2 Minimally Backlogging Method

In this section we propose a probing method to estimate the available bandwidth of

a queueing system. This method is based on a minimally backlogging concept. We
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also investigate the stability of the queueing system when the probing packets are

sent to the queueing system by a minimally backlogging method.

We consider an M/G/1 queueing system with a First-Come-First-Served (FCFS)

service policy. λ denotes the arrival rate of packets and L is the average packet size.

Suppose that the service time of a packet is given by the packet size divided by the

service rate C of the system. Let G be the service time distribution of the packets

and let S be a random variable corresponding to G. Then, the traffic load to the

system is ρ = λE[S], which has the same value as λL/C. We assume that ρ < 1

for the stability of the system. To consider the problem generally, we allow Gp, the

service time distribution of probing packets, to be different from G. We let Sp denote

a random variable corresponding to Gp. We define two terminologies as follows:

Definition 3.1 A session is a sequence of packets sent to a queueing system by a

user. A session is said to be in a backlogging state if there is at least one packet

belonging to the session in the queueing system.

Definition 3.2 Suppose that probing packets are sent to a queueing system so that

there exists one and only one probing packet in the system. This probing method is

called a minimally backlogging method.

If we send a new probing packet to a queueing system just at the departure time

of the previous probing packet, then there exists one and only one probing packet in

the system. Let Xi, i = 1, 2, . . . be the number of non-probing packets in the system

seen by the i-th probing packet on arrival. Suppose that we start the probing for the

M/G/1 queueing system in a stationary state. Then, X1, the number of packets in

the system seen by the first probing packet, is equal to the stationary queue length
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in number of packets, whose moment generating function is given in [71] as

Π(z) =
(1− ρ)(1− z)G̃[λ(1− z)]

G̃[λ(1− z)]− z
, (3.1)

where G̃(s) =
∫∞
0 e−sx dG(x) is the Laplace transform of G.

Clearly, Xi+1 is the number of packets arriving during the total service time of

the Xi packets and the i-th probing packet. Let N i
k be the number of non-probing

packets arriving during the service time of the k-th non-probing packet among the

Xi packets and let N i
p be the number of non-probing packets arriving during the

service time of the i-th probing packet. Since the arrival process of non-probing

packets is a Poisson process, N i
k depends only on the service time of the k-th packet.

Thus, for all i and k, N i
k’s are independent and identically distributed. By the same

reason, for all i, N i
p are also independent and identically distributed. Now, we obtain

the following relation:

Xi+1 =
Xi∑

k=1

Nk + Np, (3.2)

where for all k, Nk is a random variable with the same distribution as N1
1 and Np

with the same distribution as N1
p , and each random variable is independent of the

others. For simplicity, we will use N instead of N1
1 .

The probing based on the minimally backlogging method keeps the queueing

server continuously busy. Thus, the probing may make the queueing system unsta-

ble. Theorem 3.1 answers this question.

Theorem 3.1 Let Xi be the number of packets in the system upon arrival of the

i-th probing packet. Then, {Xi, i = 1, 2, . . .} is an aperiodic and irreducible Markov

Chain and it is positive recurrent.
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proof. By Eqn. (3.2), we can see that {Xi, i = 1, 2, . . .} is a Markov chain. Since

Nk, k = 1, 2, . . . and Np can have any nonnegative integers with a positive probabil-

ity, {Xi, i = 1, 2, . . .} is irreducible and aperiodic. By Pakes [72], in order to show

the positive recurrence, it suffices to show that

i) |E[Xi+1 −Xi|Xi = n]| < ∞, n = 0, 1, 2, . . . .

ii) lim sup
n→∞

E[Xi+1 −Xi|Xi = n] < 0.

By conditioning on Xi in Eqn. (3.2), we have that

E[Xi+1|Xi = n] = nE[N ] + E[Np]. (3.3)

Since N is the number of Poisson arrivals during a random time of mean E[S], it

can be easily shown that E[N ] = λE[S]. By the similar reason, E[Np] = λE[Sp].

Then, Eqn. (3.3) is rewritten as

E[Xi+1|Xi = n] = nρ + λE[Sp]. (3.4)

By subtracting n from the both sides of the above equation, we have that

E[Xi+1 −Xi|Xi = n] = n(ρ− 1) + λE[Sp].

Thus, for any n, E[Xi+1 −Xi|Xi = n] is finite. From the assumption that ρ < 1, it

follows that limn→∞E[Xi+1 −Xi|Xi = n] = −∞. ¤

By taking expectation on Xi in Eqn. (3.4), we derive that

E[Xi+1] = λE[Sp] + ρE[Xi], i = 1, 2, . . . .

The solution of the above recurrence relation is given by

E[Xi] =
λE[Sp]
1− ρ

+ ρi−1

(
E[X1]− λE[Sp]

1− ρ

)
, i = 1, 2, . . . , (3.5)
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where E[X1] has a value of λ2E[S2]/[2(1 − ρ)] + ρ, the expected queue length of a

stationary M/G/1 queueing system.

Let Wi be the waiting time of the i-th probing packet. By conditioning on Xi,

we derive the Laplace transform of Wi as follows:

E[e−sWi ] =
∞∑

n=0

E[e−sWi |Xi = n] Pr{Xi = n}

=
∞∑

n=0

G̃p(s)G̃(s)n Pr{Xi = n}

= G̃p(s)Πi(G̃(s)),

(3.6)

where G̃p is the Laplace transform of Gp and Πi(z) is the moment-generating func-

tion of Xi. Differentiating the above equation and substituting s = 0, we obtain

that

E[Wi] = E[Sp] + E[S]E[Xi], i = 1, 2, . . . . (3.7)

From Theorem 3.1 we can see that the embedded Markov chain {Xi} has a lim-

iting distribution. To extend this result to the queue length process of an M/G/1

queueing system probed by the minimally backlogging method, we obtain the fol-

lowing theorem:

Theorem 3.2 Suppose that we start probing an M/G/1 queueing system according

to the minimally backlogging method. Let {X(t), t ∈ [0,∞)} be the queue length pro-

cess of the queueing system. Then, {X(t)} is a stable process, i.e. {X(t)} converges

to a stationary process. Moreover, E[X(∞)] < ∞.

proof. We assume that the first probing packet is sent to the queueing system

at time 0 without loss of generality. Consider the epochs {τ1, τ2, τ3, . . .} such that

there is no non-probing packet upon arrival of probing packets. Then, {X(t)} is a
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regenerative process with regeneration points of {τ1, τ2, τ3, . . .}. In order to show

that {X(t)} is stable, it is sufficient to show that the expectation of the length of a

regeneration cycle is finite [71, Theorem 17 of Chapter 2].

Let ap
t be the number of probing packets arriving until time t, i.e.,

ap
t = 1 + max{n|

n∑

i=1

Wi ≤ t}. (3.8)

Let Z(t) = Xap
t
, where {Xn} is the Markov chain defined in Theorem 3.1. Since

the sojourn time of Z(t) in state k is the total sum of service times of the number

of k non-probing packets and a probing packet, the sojourn time only depends on

k. This implies that {Z(t)} is a semi-Markov process with embedded Markov chain

{Xn}. Let µk be the expectation of the sojourn time of Z(t) in state k, and πk be

the stationary distribution of {Xn}. Then,

∞∑

k=0

πkµk =
∞∑

k=0

πk(kE[S] + E[Sp])

= E[S]E[X∞] + E[Sp].

Since E[X∞] is finite by Eqn. (3.5),
∑∞

k=0 πkµk is also finite. By [71, Theorem 9 of

Chapter 4], we can see that {Z(t)} is positive recurrent. Thus, the expectation of

τi+1 − τi is finite. Now, we have shown that {X(t)} is a stable process.

Since {X(t)} is a stable regenerative process, E[X(∞)] is equal to limt→∞E[X(t)].

In order to show the finiteness of E[X(∞)], it suffices to show that limt→∞E[X(t)] <

∞. Let Ti be the time at which the i-th probing packet arrives. Then, Tap
t

is the

latest arrival time of the probing packets until time t. Thus, Tap
t
≤ t < Tap

t +1. Then,

it follows that

X(t) ≤ X(Tap
t
) + an(Tap

t
, Tap

t +1), (3.9)
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where an(s, t) is the number of non-probing packets arriving during a time interval

[s, t]. Since there is always one probing packet in the queueing system, X(Tap
t
) =

Xap
t
+ 1. Since the arrival process of non-probing packets is a Poisson process with

rate λ and Tap
t +1 − Tap

t
is equal to Wap

t
, the random variable an(Tap

t
, Tap

t +1) is a

Poisson with a parameter of λWap
t
. Then, from Eqn. (3.9), it follows that

E[X(t)] ≤ E[Xap
t
] + 1 + λE[Wap

t
]. (3.10)

Depending on the value of E[X1] − λE[Sp]/(1 − ρ) in Eqn. (3.5), E[Xi] is mono-

tonically increasing or monotonically decreasing. Then, Eqns. (3.5) and (3.7) imply

that for any i,

E[Wi] ≤ max{E[Sp] + E[S]E[X1], E[Sp]/(1− ρ)}.

Thus, it can be deduced from Eqn. (3.8) that ap
t goes to infinity almost surely. Then,

Eqn. (3.10) gives

lim
t→∞E[X(t)] ≤ 1 + lim

n→∞(E[Xn] + λE[Wn])

= 1 +
2λE[Sp]
1− ρ

,

where the last equality is obtained from Eqns. (3.5) and (3.7). ¤

3.3 Estimation based on Delay

In this section, we investigate how to estimate the available bandwidth of an M/G/1

queueing system by measuring the delay of each probing packet sent according to

the minimally backlogging method.
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Theorem 3.3 Let Wi be the waiting time of the i-th probing packet. If we fix the

size of the probing packets to a constant of Lp and let W̄n = (W1+W2+ . . .+Wn)/n,

then

lim
n→∞E

[
W̄n

Lp

]
= [(1− ρ)C]−1.

Thus, the statistic W̄n/Lp is an asymptotically unbiased estimator of [(1− ρ)C]−1.

proof. It follows from Eqn. (3.7) that

E

[
n∑

i=1

Wi

]
= nE[Sp] + E[S]

n∑

i=1

E[Xi].

Since limi→∞E[Xi] = λE[Sp]/(1− ρ) by Eqn. (3.5), we obtain that

lim
n→∞E

[∑n
i=1 Wi

n

]
= E[Sp] + E[S]E[X∞]

=
E[Sp]
1− ρ

.

Since the size of the probing packets is fixed to Lp, Sp is equal to Lp/C, which

completes the proof. ¤

Theorem 3.3 says that W̄n/Lp can be a candidate for an estimator of the available

bandwidth. By the following theorem and corollary, we can observe that W̄n/Lp is

a good candidate.

Theorem 3.4 Let Wi be the waiting time of the i-th probing packet and let W̄n =

(W1 + W2 + . . . + Wn)/n. Then, the variance of W̄n converges to zero with order of

1/n, moreover, for a constant c not depending on n,

V ar[W̄n] ≤ c

n
.

proof. The proof is given in Appendix. ¤
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Corollary 3.5 Let Wi be the waiting time of the i-th probing packet. If we fix the

size of the probing packets to a constant of Lp and let W̄n = (W1+W2+ . . .+Wn)/n,

then

lim
n→∞E

[∣∣∣∣
W̄n

Lp
− [C(1− ρ)]−1

∣∣∣∣
2
]

= 0.

proof. Let Zn = W̄n/Lp. Then, by Minkowski’s inequality, we can obtain

E
[∣∣Zn − [C(1− ρ)]−1

∣∣2
] 1

2 ≤ E
[
|Zn − E[Zn]|2

] 1
2 +

∣∣E[Zn]− [C(1− ρ)]−1
∣∣ .

By Theorems 3.3 and 3.4, the right hand side of the above inequality converges to

zero. This completes the proof. ¤

3.4 Estimation based on Packet Amount

In Section 3.3, we proposed a statistic to estimate the available bandwidth of an

unidentified queueing system when the arrival process of non-probing packets is a

Poisson process. We can estimate the available bandwidth by measuring the delay

of each probing packet. In this section, we propose another statistic to estimate the

available bandwidth of a queueing system when the arrival process of non-probing

packets is a general process. The available bandwidth can be estimated by measuring

the total amount of minimally backlogging probing packets that are served during

a specific time period. We define the concept of Available Service, which is defined

in a different way from that in [69, 70].

Definition 3.3 The available service Ŷ[s,t] for a queueing system is the amount of

probing packets served in interval [s, t] when probing packets are sent to the queueing

system according to the minimally backlogging method.
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Before we investigate the characteristics of the available service analytically, we

briefly explain why the term of available service is used for Ŷ[s,t]. In case that the

minimally backlogging method is not used, an idle period, i.e. a time interval when

the server is not busy, can exist if the load of non-probing packets are less than 1.

In case that the probing packets are sent to the queueing system according to the

minimally backlogging method, there always exists at least one probing packet in the

queueing system, and thus, there is no idle period during the probing time. If there

is no non-probing packet in the system, probing packets will be served continuously

until a new non-probing packet arrives. Thus, we can know that the amount of

probing packets served in a given time interval will be at least the maximum amount

of service that the server can additionally support while serving all arriving non-

probing packets according to an FCFS policy. On the other hand, the available

service defined in [69, 70] represents the maximum amount of service that the server

can do in a given time interval.

The size of each probing packet is fixed to a constant of Lp in this section. We

assume that the first probing packet is sent to the system at time 0 without loss of

generality. For simplicity, we will use Ŷt instead of Ŷ[0,t]. Then, the available service

Ŷt is expressed as

Ŷt = Lp ·max{n|
n∑

i=1

Wi ≤ t}.

Let Qt denote the amount of packets in the queueing system at time t. Then,

Qt = Lp +
Xn

t∑

k=1

Lk,

where Xn
t is the number of non-probing packets in the system at time t and Lk is the

size of the k-th non-probing packet in the system. Let At be the amount of packets
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arriving during [0, t] and let Yt be the amount of packets served during [0, t]. Note

that At consists of probing packets, Ap
t , and non-probing packets, An

t . Then,

Qt = Q0 + At − Yt = Q0 + An
t + Ap

t − Yt. (3.11)

The following lemma and theorem say that Ŷt/t converges to C(1− ρ) in Lq.

Lemma 3.6 Let ap
t be the number of probing packets arriving until time t. If probing

packets are sent according to the minimally backlogging method, then limt→∞ ap
t =

∞ almost surely (a.s.).

proof. Eqn. (3.11) is rewritten as

Ap
t = Qt −Q0 + Yt −An

t .

Since Qt ≥ 0, we have that Ap
t ≥ Yt −An

t −Q0. Thus,

lim inf
t→∞

Ap
t

t
≥ lim inf

t→∞
Yt −An

t −Q0

t
. (3.12)

By the assumption that the input load of non-probing packets is ρ, limt→∞An
t /t =

ρC a.s. Since the server is continuously busy during the period of probing, limt→∞ Yt/t =

C a.s. Thus, it follows from Eqn. (3.12) that

lim inf
t→∞

Ap
t

t
≥ (1− ρ)C, a.s. (3.13)

Since Ap
t = Lpa

p
t , lim inft→∞ ap

t /t ≥ (1− ρ)C/Lp a.s. Then, lim inft→∞ ap
t = ∞ a.s.

because ρ < 1. ¤

Theorem 3.7 Let Ŷt be the available service for a G/G/1 queueing system. The

size of each probing packet is fixed to a constant of Lp. Then, for 0 < q < ∞,

lim
t→∞E

[∣∣∣∣∣
Ŷt

t
− C(1− ρ)

∣∣∣∣∣
q]

= 0.
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proof. We first show that the input load is equal to 1, i.e., limt→∞At/(Ct) = 1,

a.s. In order to show this, it is sufficient to show that limt→∞Qt < ∞ a.s. because

Qt = Q0 + At − Yt and limt→∞ Yt/(Ct) = 1, a.s.

We define a set of sample paths Ω as Ω = {ω : limt→∞Qt(ω) = ∞}. Choose a

sample path ω ∈ Ω. For a real number M > 0, there exists t0(ω) such that

t > t0(ω) ⇒ Qt(ω) > M. (3.14)

Let Qm be the amount of packets in the system upon arrival of the m-th probing

packet. Then Eqn. (3.14) implies that Qm(ω) > M , for m > ap
t0

(ω). Thus, we

obtain that

Wm(ω) =
Qm(ω) + Lp

C
>

M + Lp

C
, for m > ap

t0
(ω). (3.15)

Let M be an integer lager than εLp, where ε > ρ/(1− ρ). Then, it follows from the

above inequality that

Wm(ω) >
(1 + ε)Lp

C
, for m > ap

t0
(ω). (3.16)

Since Ap
t (ω) = Lpa

p
t (ω) and

∑ap
t (ω)−1

i=1 Wi(ω) ≤ t, we obtain that for t > t0(ω),

Ap
t (ω) ≤ ap

t (ω) Lp t
∑ap

t (ω)−1
i=1 Wi(ω)

≤ ap
t (ω) Lp t

∑ap
t (ω)−1

i=ap
t0

(ω)+1
Wi(ω)

<
ap

t (ω)
ap

t (ω)− ap
t0

(ω)− 1
C

1 + ε
t,

where the last inequality is obtained by Eqn. (3.16). Then,

An
t (ω) + Ap

t (ω)
t

<
An

t (ω)
t

+
ap

t (ω)
ap

t (ω′)− ap
t0

(ω)− 1
C

1 + ε
. (3.17)
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We define Ω1 and Ω2 as follows:

Ω1 = {ω : lim
t→∞An

t (ω)/t = ρC},

Ω2 = {ω : lim
t→∞ ap

t (ω) = ∞}.

We have shown that Pr{Ω1} = Pr{Ω2} = 1 in the proof of Lemma 3.6. For each

ω′ ∈ Ω1∩Ω2∩Ω, ap
t (ω

′) →∞ as t goes to infinity, and we can obtain from Eqn. (3.17)

that

lim sup
t→∞

An
t (ω′) + Ap

t (ω
′)

t
≤ ρC +

C

1 + ε
.

Since ε > ρ/(1− ρ), we have that

lim sup
t→∞

An
t (ω′) + Ap

t (ω
′)

t
< C.

The above equation implies that

Pr{Ω1 ∩ Ω2 ∩ Ω} ≤ Pr
{

lim sup
t→∞

An
t + Ap

t

Ct
< 1

}
. (3.18)

If we write Eqn. (3.13) again,

lim inf
t→∞

Ap
t

t
≥ (1− ρ)C, a.s.

Moreover, lim inft→∞An
t /t = limt→∞An

t /t = ρC a.s. Since lim inft→∞(Ap
t +An

t )/t ≥

lim inft→∞Ap
t /t + lim inft→∞An

t /t, we have that

lim inf
t→∞

Ap
t + An

t

Ct
≥ 1, a.s.

Applying the above inequality to Eqn. (3.18), we have that

Pr{Ω1 ∩ Ω2 ∩ Ω} = 0.
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Since Pr{Ω1} = Pr{Ω2} = 1, we can easily show that Pr{Ω1 ∩ Ω2} = 1. Then,

Pr{Ω} = Pr{Ω ∩ (Ω1 ∩ Ω2)} + Pr{Ω ∩ (Ω1 ∩ Ω2)c} ≤ Pr{(Ω1 ∩ Ω2)c} = 0. Since

Pr{Ω} is non-negative, Pr{Ω} = 0. Thus, we have that

lim
t→∞

At

Ct
= 1, a.s.

Since At = An
t + Ap

t and limt→∞An
t /t = ρC, a.s., we have that

lim
t→∞

Ap
t

t
= C(1− ρ), a.s.

The difference of the values between Ap
t and Ŷt is exactly the size of one probing

packet. This means that limt→∞Ap
t /t = limt→∞ Ŷt/t, a.s. Thus, Ŷt/t − C(1 − ρ)

converges to 0 in probability. By [73, Theorem 4.1.4.], in order to complete the

proof, it is sufficient to show that there is a random variable Z in Lq such that for

all t > 0, |Ŷt/t − C(1 − ρ)| ≤ Z, a.s. Since the service rate of the system is C, the

total amount of packets served during the time interval [0, t] is less than Ct. Thus,

Ŷt is less than Ct. This implies that for t > 0,
∣∣∣∣∣
Ŷt

t
− C(1− ρ)

∣∣∣∣∣ < C(2− ρ).

¤

3.5 Application to Estimation of Available Bandwidth

of a Local Server

Thus far, we considered a problem of estimating the available bandwidth of a queue-

ing system which is directly accessible with no access delay. However, in real situa-

tion, an unidentified queueing system may be physically separated from the probing
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site such that the access time delay is not zero due to a minimal propagation delay

or minimal pre-processing time. Thus, we consider the problem of estimating the

available bandwidth when there exists access time delay between the target queue-

ing system and a probing site. The target queueing system is called a local server

in this section.

Fig. 3.2 shows a simplified path model for a local server. Although the local server

is a multi-stage switching system, if significant queueing delay occurs only at one

stage and the variations of the queueing delay at other stages are negligibly small,

the packet transmission time from the measurement point to the major queueing

stage can be modeled as a constant. Then, we can obtain a simplified path model

consisting of a fixed delay component Df and a single server as shown in Fig. 3.2.

Even in case of estimating the available bandwidth for a single stage switch or router,

there may exist a processing delay or a propagation delay, which corresponds to

Df . Since most routers have a processing delay component such as routing table

look-up time, the path model of Fig. 3.2 is more realistic than a simple queue.

Extending the approach developed in this chapter, we propose a new method to

estimate the available bandwidth of a local server. The proposed method is also

based on the minimally backlogging concept. The performance of the proposed

method is evaluated by simulation.

Fig. 3.3 illustrates a measurement process for estimation of the available band-

width of a local server. The application or machine at a measurement point A sends

probing packets to the local server and receives feedback information. The feedback

information includes the departure time of a probing packet from the server, and the
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delay of each probing packet. Based on the feedback information, Node A measures

the amount of probing packets arriving during a specific time period. We assume

that the feedback information is available to Node A after a negligibly small delay.

Probing packets sent from Node A experience a fixed delay of Df , which is unknown

in advance. Thus, the minimally backlogging method described in Section 3.3 or 3.4

can not be directly applied to this case. It is very important to reliably estimate

the fixed delay component Df in order to use the minimally backlogging concept to

estimate the available bandwidth of a local server.

The estimation procedure consists of three steps. In the first step, we estimate

the service rate C of the queueing system. In the second step, we estimate the

fixed delay Df . Finally, we estimate the available bandwidth based on C, Df , and

the minimally backlogging concept. The length of each probing packet is fixed to a

constant of Lp. We send n consecutive probing packets back-to-back to the queueing

system in order to estimate the service rate C. Let pi denote the i-th probing packet

among n probing packets. Suppose that the aggregate arrival rate of the input traffic

is higher than C during the back-to-back probing time. If n is sufficiently large, there

may exist a probing packet pair (pj , pj+1), between which there is no other packet.

If we let ei be the time when the i-th probing packet departs from the server, then

ej+1 − ej = Lp/C. Thus, we estimate C by

Ĉ =
Lp

min
1≤i≤n−1

(ei+1 − ei)
.

We now investigate how to estimate the fixed delay Df . Let di, si, and wi be the

one-way delay from the departure time from the measurement point to the departure

time from the server, the service time, and the queueing delay of the i-th probing
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packet, respectively. Since each probing packet experiences a fixed delay of Df , the

one-way delay di can be expressed as

di = Df + wi + si, for i = 1, 2, · · · , n.

If there exists a number j such that wj = 0, then dj = Df + sj . Since the length

of each probing packet is fixed to Lp, sj = Lp/C. Thus, the value of Df can be

obtained from Df = dj − Lp/C. If the arrival process of the non-probing packets is

a Poisson process, we can obtain the following result:

Theorem 3.8 Suppose that non-probing packets arrive at a local server according to

a Poisson process with an arrival rate of λ. Let wi be the time that i-th probing packet

waits in the server before service. If we send probing packets to the simplified path

model for the local server, which consists of a fixed delay component Df and a single

server, according to the minimally backlogging method, then limn→∞min1≤i≤n wi =

0.

Proof: In order to prove the theorem easily, we introduce an equivalent path

model for a local server. Fig. 3.4(a) shows the original path model for a local server,

and Fig. 3.4(b) shows an equivalent path model corresponding to Fig. 3.4(a). We

assume that the first probing packet is sent to the server at time 0 in Fig. 3.4(a). In

Fig. 3.4(a), An
t is the amount of non-probing packets arriving at the server during

[0, t], and Ap
t is the amount of probing packets sent toward the server during [0, t].

We assume that the first probing packet is sent to the server at time Df and the

same input process of non-probing packets An
t is applied to the server from time 0 in

Fig. 3.4(b). Since probing packets are sent according to the minimally backlogging

method, i.e., the next probing packet is sent from the measurement node upon
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departure of the previous probing packet from the path, the queueing behavior at

the server in Fig. 3.4(a) is the same as that in Fig. 3.4(b). Especially, if Xi denotes

the number of packets in the server seen by the i-th probing packet on arrival at the

server, the distribution of Xi in Fig. 3.4(a) is the same as that of Xi in Fig. 3.4(b).

The path model in Fig. 3.4(b) can be modeled as an M/G/1 queueing system if

we incorporate Df into the service time of the server as a minimum fixed service time

in case of no probing packets. Then, by Theorem 3.1 of Section 3.2 {Xi, i = 1, 2, . . .}

becomes a positive recurrent Markov chain. By the positive recurrent property of

{Xi}, there exists a number k such that Xk = 0 with probability of one. Thus, the

proof is completed. ¤

Thus, in general case we estimate Df by

D̂f = min
i
{di} − Lp/C. (3.19)

As a final step, we propose a heuristic method to estimate the available band-

width of a local server based on the second statistic of Section 3.4. According to the

proposed minimally backlogging method described in Section 3.2, probing packets

should be sent to the server while maintaining one and only one probing packet in

the local server. However, even if we know the exact value of Df , it is not easy

to send probing packets while maintaining one and only one probing packet in the

server. Thus, we attempt to maintain a minimally backlogging condition with the

following heuristic method assuming that the values of C and Df are estimated in

advance. The proposed method is based on the idea that if probing packets are

sent to the server according to the minimally backlogging method, the inter-packet
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spacing between two consecutive probing packets is equal to the sojourn time of

the former probing packet. The proposed available bandwidth estimation method

is described as follows:

1. The measurement node sends a probing packet to the local server and obtains

the delay d0 of the probing packet from the feedback information.

2. The measurement node sends the first probing packet p1 for estimation of the

available bandwidth after acquiring d0.

3. Let pj be the last probing packet that is sent toward the server and let vj

be the time when pj is sent to the server. If the last delay value available to

the measurement node is di, we estimate the sojourn time of pj in the server

as di − Df , and thus, the next probing packet is sent at time vj + di − Df .

Exceptionally, if the last probing packet pj arrives before vj + di −Df , there

is no probing packet in the path. Thus, the next probing packet is sent upon

arrival of pj in order to maintain at least one probing packet in the server.

4. The measurement node measures the available service Ŷt whenever the feed-

back information arrives, and estimates the available bandwidth by Ŷt/t using

the second statistic of Section 3.4.

Thus far, we assumed that the feedback information is available to the measure-

ment node without delay. If the feedback delay is not zero, the fixed delay estimation

step needs to be modified a little. Assume that the feedback information is available

to the measurement node after a constant delay of Db. In that case, Theorem 3.8
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is also valid if we consider a path model whose fixed delay component is Df + Db

instead of Df . Thus, the fixed delay component can be estimated by using the min-

imally backlogging method for the modified path model. If di is the one-way delay

excluding the feedback delay, Df can be estimated using Eqn. (3.19). If di is the

round-trip delay from departure to arrival at the measurement node, Df + Db can

be estimated by

D̂fix = min
i
{di} − Lp/C.

For the available bandwidth estimation procedure, if di is the one-way delay, the

above procedure can be used without modification. If di is the round-trip delay, the

available bandwidth can be estimated from the above procedure if Df + Db is used

instead of Df in the third stage of the procedure.

3.6 Numerical Results

We showed that the first statistic based on packet delay is an unbiased estimator of

the reciprocal of the available bandwidth and the second statistic based on packet

amount is an unbiased estimator of the available bandwidth if the queueing system is

probed by the minimally backlogging method for an infinite time duration. However,

it is not possible to probe a queueing system for an infinite time period. Thus, we

evaluate the accuracy of the two statistics numerically in case of probing a queueing

system during a finite time duration.

Fig. 3.5 shows a simulation topology for estimation of the available bandwidth

of the unidentified queueing system. The measurement node directly connected to

the queueing system sends probing packets to the queueing system by the minimally
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backlogging method, i.e., the node sends a new probing packet upon arrival of the

previous probing packet and calculates the values of two statistics. The measurement

node bypasses every non-probing packet.

The traffic source generates two types of non-probing packet traffic patterns:

Poisson and self-similar traffic. The traffic patterns of today’s IP networks have

been known to exhibit self-similarity and long-range dependence [74–76]. Neither of

them can be modeled using conventional Markovian models. Thus, we use multi-

fractal model [77] to generate self-similar traffic. Since it is reported that some

internet traffic exhibits Hurst parameters in the range of 0.7−0.8 [74, 75], we use

the Hurst parameter of 0.8. The sizes of both probing and non-probing packets are

fixed to 500 bytes. The service rate (C) of the unidentified queueing system is 10

Mbps.

Fig. 3.6 compares the estimated available bandwidth (AB) with the measured

AB under a Poisson traffic load. The Statistic #1 and Statistic #2 denote the AB

estimated by the statistic based on the amount of probing packets served in a specific

time interval and the AB estimated by the statistic based on the delays of probing

packets, respectively. The value of Measured AB is obtained in the queueing system

by subtracting the service rate of non-probing packets from the service rate C when

the probing traffic is not sent. The same traffic patterns are used for both estimation

and measurement of the AB at the same load. We can observe that the estimation

results obtain by Statistic #1 and Statistic #2 agree well with the measured AB

for all traffic loads. In addition, the estimation results are accurate even when the

observation time is short. The reason can be explained as follows. We know that
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the estimation result converges to the AB of C(1 − ρ) when the observation time

goes to infinity by Theorem 3.7. Let us consider a finite time interval [s, t] after

start of probing. Then, the server is continuously busy for the interval [s, t] because

there is at least one probing packet in the queueing system. When the server does

not serve non-probing packets, the server surely serves probing packets. Thus, all

unused capacity of the server is used by probing packets in any finite interval. If

the probing traffic is greedy like TCP flows, then the throughput of non-probing

packets may be degraded. However, since probing traffic tries to prevent from being

greedy by maintaining only one probing packet in the queueing system, the AB is

estimated reasonably in a finite time interval.

Fig. 3.7 compares the estimated available bandwidth (AB) with the measured

AB under a self-similar traffic load. The sigma/mean ratio of self-similar traffic is

0.68, 0.54, and 0.39 for the loads (ρ) of 0.3, 0.5, and 0.7, respectively. First, we can

observe that the traffic is even more bursty than the case of Poisson traffic. Thus,

it takes longer time for the average rate of the traffic converges to Cρ for all traffic

loads compared with the case of Poisson traffic. However, the AB’s estimated by

statistics #1 and #2 agree well with the measured AB regardless of the length of the

observation time for various input loads as shown in Fig. 3.7. Due to the burstiness

and the long-range dependence of the traffic, it takes longer time for the estimated

AB to converge to C(1− ρ) compared with the case of Poisson traffic.

We now evaluate the accuracy of the proposed estimation method for a local

server through simulation. Fig. 3.3 shows a reference interconnection of a local

server and a measurement node for estimation of the available bandwidth. We
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assume that the feedback delay is zero. We also assume that the value of the service

rate C is reliably estimated in advance. In the simulation, the local server is a

queueing system with an FCFS policy and the service rate C is fixed to 10 Mbps.

The size of each data packet is fixed to 500 bytes.

Fig. 3.8 shows the convergence time of the estimator D̂f in Eqn. (3.19) when

Df is 0.001 sec. The simulation is performed for two types of input traffic with

various offered loads. We consider two probing packet sizes: 1 kbits and 12 kbits.

In most cases, D̂f converges to Df within approximately 2 secs. However, the

convergence time is approximately 20 secs when the probing packet size is 12 kbits

under a Poisson offered load and the load is 0.9. Thus, a small probing packet size

is adequate for Df estimation because the system can be probed more frequently in

a given time. Hereafter, we assume that a reliable value of Df is obtained.

For estimation of the available bandwidth, a large size of probing packets is

preferred. If the fixed delay Df is large, it is difficult to maintain the minimally

backlogging condition for the local server because it takes long for the source to

react to the increased or decreased queueing delay at the server. For a given Df ,

if we use a large size of probing packets, the queueing delay of a probing packet

increases compared with the fixed Df and the effect of fixed delay can be decreased.

Thus, the size of probing packets is fixed to 12 kbits hereafter.

Fig. 3.9 compares the estimated available bandwidth (AB) with the measured

AB under a Poisson traffic load for a Df value of 0.1 msec. We can observe that the

proposed method estimates the measured AB very accurately regardless of a short

or long length of observation time. The proposed method is accurate for both low

48



0

2

4

6

8

10

12

14

16

18

20

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

 C
on

ve
rg

en
ce

 ti
m

e(
se

c)

Offered load

Poisson: L   = 12K
Poisson: L   = 1K

Self-similar: L   = 12K
Self-similar: L   = 1K

( L   : probing packet size )p

p

p

p

p

Figure 3.8: Convergence time of D̂f for various input traffic load

49



and high traffic loads. Fig. 3.10 compares the estimated AB with the measured AB

under a self-similar traffic load. In this case, the estimation results agree well with

the measured ones for various traffic loads. Thus, the proposed method estimates

the AB accurately if the fixed delay Df is low compared with the sojourn time. For

a packet size of 12 kbits, the sojourn time is at least 1.2 msec.

Fig. 3.11 shows the accuracy of the proposed method for various values of Df

when the offered load is 0.3 and the observation time is 100 sec. We can observe

that the accuracy degrades as Df increases. The reason is that long response time

makes it difficult to maintain the minimally backlogging condition for the local

server. Especially, as considered in the third stage of the AB estimation procedure,

if the last probing packet sent arrives before the next probing packet is sent, the

local server remains in a probing-packet-free state for at least Df . In other words,

the next probing packet arrives late at the local server Df , compared with the case

that the probing packets are sent ideally according to the minimally backlogging

method. Thus, the amount of probing packets sent to the local server in a given

time is always less than that of the ideal case due to Df . Thus, the estimation

result of the proposed method is conservative if Df is significantly large. However,

if the value of Df is not so large for a local server or router, the proposed estimation

method can work reliably.

3.7 Summary

A new estimation method of the available bandwidth for an unidentified queueing

system is proposed using a minimally backlogging concept. Two statistics are also
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proposed to estimate the available bandwidth: the first one is based on the delay of

each probing packet and the second one is based on the amount of probing packets

served during a specific time period. If the probing packets are sent to the queueing

system according to the minimally backlogging method, the available bandwidth

of the system can be estimated by either of two statistics. If the load of input

traffic for an M/G/1 queueing system is less than 1, the queueing system is still

stable when the minimally backlogging method is used. The first statistic is an

asymptotically unbiased estimator of the reciprocal of the available bandwidth and

the mean square error converges to zero. The second statistic is an asymptotically

unbiased estimator of the available bandwidth with a mean square error converging

to zero. The second statistic can be used to estimate the available bandwidth of

a G/G/1 queueing system. Though the two statistics are unbiased estimators of

the available bandwidth or its reciprocal in case of an infinite probing time, since

infinite probing time can not be realized, we evaluated the accuracy of two statistics

by simulation and observed that two statistics agree well with the measured available

bandwidth even for a finite probing time.

We also proposed a scheme to estimate the available bandwidth of a local server

by extending the theory for a single server. The proposed scheme yields an accurate

estimation result for various traffic loads when the fixed delay is relatively small

compared with the queueing delay at the local server.
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4. Estimation of End-to-End Available

Bandwidth

4.1 Introduction

It is very important to allocate and manage resources for multimedia traffic flows

with real-time performance requirements in order to guarantee quality of service

(QoS). If available bandwidth for a specific network path is known to an application,

congestion can be avoided in advance at the application level [16] or the information

about available bandwidth can be used for traffic engineering (TE) in IP or MPLS

networks [17–19]. Thus, monitoring the available bandwidth is very important to

exploit network resources efficiently.

For a path P consisting of H serially connected links, the available bandwidth

Ca for the path in a given time interval is defined as

Ca = min
1≤i≤H

Ci(1− ui),

where Ci and ui denote the link rate and the utilization of the i-th link in the

given time interval, respectively. The link with the least unused bandwidth of Ca

is referred to as tight link and the link with the minimum link rate is referred to as

bottleneck link.

There are three requirements for good available bandwidth estimation mecha-

nisms: accuracy, speed, and non-intrusiveness. In other words, it is required to

provide an accurate estimate of the available bandwidth for a path quickly, with-
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out generating significant traffic load and without affecting the throughput of other

traffic in the path.

Several methods have been proposed to estimate this available bandwidth. Carter

and Crovella[36] developed a tool called the C-probe to estimate the available band-

width from the dispersion of trains of eight packets. They assumed that the dis-

persion of long packet trains is inversely proportional to the available bandwidth.

However, it was shown that this is not true by Dovrolis et al.[38]. Melander et

al.[40] proposed a TOPP probing method which is an extension to the packet pair

probing technique. TOPP is computationally intensive to implement. Jain and

Dovrolis[41, 42] proposed a tool called pathload. Pathload is to estimate the range

of available bandwidth iteratively, not the value of available bandwidth. Since the

pathload tries to find the available bandwidth for a network path iteratively based

on a binary-search algorithm, it has a rather long convergence time. Ribeiro et

al.[43] proposed a tool called pathChirp. Although pathChirp needs lighter probing

load than for pathload, pathChirp’s estimates usually have a negative bias yield-

ing conservative results. Hu and Steenkiste[44] proposed two available bandwidth

measurement techniques: the initial gap increasing (IGI) method and the packet

transmission rate (PTR) method. Although IGI and PTR yield the estimation re-

sults faster than pathload[42], their accuracies degrade when the tight link is different

from the bottleneck link.

In order to estimate the available bandwidth for a network path quickly and

accurately overcoming the drawbacks of existing schemes, we propose a new avail-

able bandwidth estimation mechanism by introducing a simplified path model and
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using a minimally backlogging concept. We extend the theory developed for a single

server in Chapter 3 to available bandwidth estimation for a network path. Basically,

we assume that intermediate nodes except edge (i.e. ingress/egress) nodes do not

discriminate between probing packets and data packets because discriminating them

according to the packet types and treating them differently in scheduling or buffer

management can burden intermediate nodes with high implementation costs. In ad-

dition, since a first-in first-out (FIFO) policy is used in many routers, we assume no

discrimination between probing and data packets in the intermediate nodes. How-

ever, ingress/egress nodes should discriminate probing packets from data packets

because the ingress node should send a probing packet stream at an adaptive rate

and the egress node estimates the available bandwidth by monitoring each probing

packet.

In the proposed mechanism, only a small and fixed number of probing packets

are sent at the rate adapted to the condition of the network. Thus, the available

bandwidth can be estimated quickly without incurring overload. The performance

of the proposed mechanism is evaluated by simulation.

4.2 Network Path Model

The available bandwidth estimation mechanism for a single server developed in the

previous chapter can not be directly applied to available bandwidth estimation for a

network path between a specific node pair because a network path usually consists

of multiple hops. A tandem queueing system is required to accurately model a net-

work path in communication networks. However, it is difficult to analyze a tandem
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queueing system. Thus, we introduce a simplified path model for multiple hop paths

in order to simplify the estimation problem. We consider a single tight link along

a multiple hop path because multiple tight links are not likely to occur frequently

in real networks due to variation of the available bandwidth at each link. However,

the proposed mechanism can be applied to multiple tight link environments.

Fig. 4.1(a) shows a network topology under consideration. We estimate an end-

to-end available bandwidth using probing packets. An end system in Fig. 4.1(a)

can be either an end host or an edge router. In the proposed mechanism, available

bandwidth is calculated based on the end-to-end delay of each probing packet. Thus,

if we consider a specific route S −R1 −R2 −R3 −D in Fig. 4.1(a), Source Node S

should record the packet sending time at the timestamp field of each probing packet.

The available bandwidth for the path can be estimated at Destination Node D, or it

can be estimated at the Source Node S if Destination Node D gathers the sending

and arrival times of every probing packet and returns the information to the Source

Node.

For a path consisting of multiple (H ≥ 1) hops, each of which represents a

combination of a router and the connected outgoing links, let wh, sh, and gh denote

the waiting time, the service time, and the propagation delay of a packet at the h-th

hop, respectively. Then, the end-to-end delay is d =
∑H

h=1(wh + sh + gh). A tight

link is assumed to occur at the z-th link. Let dR denote the summation of every wh

and sh except those for the z-th link, i.e, dR =
∑

1≤h≤H,h6=z(wh + sh). If we let the

expectation of dR be d̄R and put dR − d̄R = d̃R, then the end-to-end delay can be
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expressed as:

d =
H∑

h=1

gh + d̄R + d̃R + [wz + sz]. (4.1)

Since the propagation delay gh’s have fixed values and d̄R is the expectation of

dR, the values of the first and second terms of (4.1) are constant and their sum is

denoted as Df . E[d̃R] = 0 and if we neglect the term of d̃R, the remaining term is

the queueing delay of wz + sz at the tight link. Then, we can obtain a path model

consisting of a fixed delay component (Df ) and a virtual server S for the tight link

as shown in Fig. 4.1.

Suppose that a probing packet p arrives at the path at time ap and departs

from the path at time dp. Then, the packet p arrives at the virtual server S at time

as
p = ap +Df . When the packet arrives at the destination node, it departs from both

the path and the virtual server S. The virtual server is continuously backlogged for

k (k ≥ 2) probing packet transmissions from the j-th probing packet in the interval

[as
j , dj+k−1] if

dj+m ≥ as
j+m+1, for all 0 ≤ m ≤ k − 2. (4.2)

In addition, the interval [as
j , dj+k−1] is called a busy period of probing packets.

4.3 Estimation of End-to-End Available Bandwidth

Sending minimally backlogging probing packets to the virtual server S, we can es-

timate the available bandwidth for the path. We send a packet train of N probing

packets for a path and the time interval of [a1, dN ] is called a probing period. Then,

available bandwidth for the path is estimated as follows.
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If N probing packets are sent to the virtual server by the minimally backlogging

method, then, by Theorem 3.7 of Chapter 3, the available bandwidth for the virtual

server in the interval [as
1, dN ] can be estimated by NL/(dN−as

1), where as
1 = a1+Df

and Df is the fixed delay for the current probing period. However, since the inter-

probing-packet spacing is fixed during a probing period by the corresponding probing

rate in real applications, several busy periods of probing packets may exist during a

probing period. Consider the i-th busy period containing k continuously backlogged

probing packets1. Probing packets arriving during the busy period are indexed from

1 to k. Fig. 4.2(a) illustrates a sample service curve for the busy period showing the

amount of probing packets served for [a1, t]. The Measured Probing Rate (MPR) for

the i-th busy period is defined as:

MPR(i) =
kL

dk − as
1

=
kL

(dk − a1)−Df
.

The MPR for the longest busy period during a probing period is used to reliably

estimate the available bandwidth.

We use the value of Df calculated in the previous probing period to estimate

the value of Df for the current probing period. If we assume that the service rate

for the first packet and the average service rate for the other k−1 packets are the

same, then we can estimate Df as

D̃f =(d1−a1)− dk−d1

k−1
.

Df is estimated at the longest busy period. However, D̃f may not be reliable if it

is directly used in the next window. D̃f may be so large that as
p = ap + D̃f > dp

1When we check the continuous backlogging condition described in (4.2) for the current probing

period, the Df value calculated in the previous probing period is used.
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for some probing packet p. In that case, D̃f need to be decreased to satisfy as
p ≤ dp

for any packet p. This modification is required to make the estimation mechanism

reliable.

We now consider a probing rate adaptation scheme. Let Nb = maxi Nb(i), where

Nb(i) is the number of probing packets belonging to the i-th busy period in a probing

period. If N probing packets are sent to the virtual server according to the minimally

backlogging method, then there will be only a single busy period containing N

probing packets during a probing period, and thus, Nb = N . However, since the

inter-packet-spacing is fixed during a probing period, even if probing packets are

sent at the rate which is the average rate of minimally backlogging probing packets,

Nb may be less than N . We try to maintain Nb within a reasonable range by an

adaptive probing scheme. A small value of Nb is due to a lower probing rate than for

minimal backlogging and a large value of Nb is due to a higher rate. If Nb is in the

reasonable range, we may assume that the minimal backlogging occurs. Thus, MPR

is a reliable estimate of the available bandwidth. Let (Ns, Nm] be the reasonable

range of Nb. Fig. 4.2(b) shows the proposed probing rate adaptation scheme, which

is explained as follows:

Case 1: If Nb > Nm, then MPR is considered to be larger than the available

bandwidth (AB) due to a higher probing rate than for minimal backlogging, and

the next input rate is set to MPR. The AB is estimated by MPR since MPR quickly

approaches to the AB.

To give a reason for the use of MPR as the next probing rate, we consider an

example. For a First-Come First-Served (FCFS) server with a link rate of C and an
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AB of Ca, if the probing packets arrive at a rate of r (≥ Ca), they are served at a

rate of

m(r) =
r

C − Ca + r
C.

If we adjust the (n+1)-th probing rate by rn+1 = m(rn), then we have that

rn+1 =
rn

C − Ca + rn
C.

We can easily know that if r1 ≥ Ca, then rn ≥ Ca for n ≥ 2, and rn can be expressed

as

rn =
1

1
Ca

+
(

C − Ca

C

)n−1 (
1
r1
− 1

Ca

) .

Thus, limn→∞ rn = Ca if Ca > 0, that is, MPR converges to the AB.

Case 2: If Nb≤Ns, MPR for this short busy period may be inaccurate because

the minimally backlogging condition is not satisfied. Thus, the current AB is esti-

mated by the AB at the last probing period for Nb >Ns. If Nb≤Ns consecutively

i times since the last probing period with Nb > Ns, then the next input rate is set

to AB · (1 + αs)i. αs determines the tracking speed of the proposed algorithm when

the probing rate is lower than the AB. When the current probing rate is lower than

the AB, if αs is large, then MPR quickly approaches to the AB, but large values of

αs may cause temporary ripples.

Case 3: If Ns < Nb ≤ Nm, then MPR is a reliable estimate of the AB. However,

it is necessary to maintain the probing rate slightly higher than AB in order to obtain

a reliable value of MPR. Thus, the next input rate is increased to MPR ·(1+α(Nb)),

where α(Nb) = αm(Nm−Nb)/(Nm−Ns), and αm is the maximum rate increase ratio

in the medium busy period range. If the value of MPR is close to that of AB, then
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the next probing rate is higher than AB by a ratio of α(Nb). For a given value of

Nb, if αm or Nm increases, α(Nb) also increases.

As explained above, the proposed probing scheme attempts to send probing

packets at a slightly higher rate than the AB. Thus, the load offered to the tight link

may slightly exceed one during a probing period. In order to prevent degradation of

the throughput of data traffic at the tight link due to overload, consecutive probing

periods are separated by at least one probing period length of dN−a1. Then, the

average load offered by the probing traffic is approximately equal to or lower than

half of the AB in a longer time interval than the duration of one probing period,

and thus, the tight link is not overloaded in a long time scale.

4.4 Numerical Results

In this section, we compare the performance of the proposed available bandwidth

estimation mechanism for a multiple hop path with that of pathload [42] through

OPNET simulation. A multiple hop topology is illustrated in Fig. 4.1(a). Each

node is modeled as an output queued router with a FIFO queue. We estimate the

available bandwidth for the path S −R1−R2−R3−D. Every link except R2−R3

has a link rate of 20 Mbps and a propagation delay of 5 ms. Link R2−R3 with a link

rate of 10 Mbps is the bottleneck link. The sizes of both probing packets and data

packets are 4000 bits. For the proposed mechanism, the number of probing packets

sent in one probing period (N) is 100. The values of the rate adaptation related

parameters are set to Nm =0.95×N =95, Ns =0.30×N =30, αm =0.10, and αs =1.0.

For the pathload [42], the user-specified resolution of available bandwidth ω is set
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to 0.2 Mbps and the grey-region resolution χ is 0.3 Mbps.

Two types of traffic patterns are used for non-probing packet sequence: constant

bit rate (CBR) and self-similar traffic generated using a multi-fractal model [77].

The Hurst parameter is 0.8 and the sigma/mean ratio of a flow is approximately

0.5. The mean rate of each flow is 4 Mbps except a flow which is sent from A2 to B2

and has a rate of 2 Mbps. During a simulation time of 200 seconds, 4 flows with a

lifetime of 70 seconds are sent on route A1−R1−R2−B1 sequentially at an interval

of 10 seconds from time 0. 4 flows with a lifetime of 70 seconds are sent on route

A3 − R3 − D sequentially at an interval of 10 seconds from time 100. Thus, link

R1 − R2 is a tight link in the interval [20, 80]. Link R2 − R3 is a tight link in the

intervals of [0, 30], [70, 130], and [170, 200]. Link R3−D is a tight link in the interval

[120, 180]. Thus, two tight links exist in the intervals of [20, 30], [70, 80], [120, 130],

and [170, 180].

Fig. 4.3 compares the available bandwidth of the proposed mechanism with that

of the pathload under a CBR traffic load. The pathload iteratively estimates the

range [Rmin, Rmax] of the available bandwidth. The trace of (Rmin + Rmax)/2 is

plotted in Fig. 4.3 and the range of [Rmin, Rmax] is also shown at the instant of

termination. The pathload is restarted just after it terminates. We can observe that

it takes about 8 seconds for the pathload to terminate. The pathload sometimes

yields a significant error in the estimation of the available bandwidth, especially at

time 153.8 as shown in Fig. 4.3. However, the proposed mechanism closely tracks

the available bandwidth even if the available bandwidth changes abruptly, there

exist two tight links or the tight link is different from the bottleneck link. The error
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observed in the intervals of [30, 70] and [130, 170] is due to the fact that the proposed

probing scheme tries to maintain the probing rate slightly higher than the available

bandwidth to obtain a reliable value of MPR. If Nm or αm is decreased, this error

can also be decreased, but more ripples may occur due to unreliable values of MPR.

The reason why the proposed scheme can estimate the available bandwidth faster

than the pathload can be explained as follows. The pathload changes the probing

rate using a binary search to find the available bandwidth, while our scheme directly

tries to find the available bandwidth based on the previous estimation value of the

available bandwidth and the observed value of Nb. Thus, the pathload yields a

reliable range of available bandwidth only at the instant of termination after several

iterations of binary search. However, our scheme estimates the available bandwidth

quickly and tracks it adaptively without restart of iteration and yields the value of

estimated available bandwidth every probing period. Thus, it takes longer time for

the pathload to converge than for the proposed scheme.

Fig. 4.4 compares the mean (µ) and the standard deviation (σ) of the available

bandwidth estimated by the proposed mechanism with those of the measured avail-

able bandwidth under a self-similar traffic load. The range of [µ−σ, µ+σ] is plotted

based on the measurement at an interval of 10 seconds. We can observe that the

mean of the measured available bandwidth lies within σ from µ of the estimated

available bandwidth for every estimation time.

Fig. 4.5 compares the available bandwidth of the proposed mechanism with that

of the pathload under the same traffic trace as Fig. 4.4. The curve for the measured

AB is the value of measured available bandwidth averaged for every 5 seconds. The
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curve for the proposed estimation mechanism is the same as that in Fig. 4.4. We

can observe many problems of pathload from the curve for the pathload. First,

the convergence time increases for bursty traffic. We can observe that the average

convergence time is longer than 10 seconds in this case. Second, pathload frequently

fail to give a converged range of available bandwidth when the traffic load changes

dynamically. Third, even the estimation range of the available bandwidth sometimes

deviates from the average value of the measured available bandwidth, especially at

time 51, 79, 147, and 193 seconds. Thus, it is difficult to obtain a reasonable range

of available bandwidth for a short period of 10 seconds by the pathload because

of a long convergence time. On the other hand, the proposed mechanism gives a

reasonable range of the available bandwidth even when the traffic load significantly

changes.

Thus far, consecutive probing periods are separated by about the duration of the

previous probing period. In this case, probing traffic uses approximately half of the

available bandwidth. We now consider the case that only a packet train of N packets

are sent once per time window of 1 second. N is fixed to 100 again. Since the probing

packet size is 4000 bits, the long-term average rate of probing traffic is limited to

400 kbps in this case. Fig. 4.6 compares the mean (µ) and the standard deviation

(σ) of the available bandwidth estimated by the proposed mechanism with those of

the measured available bandwidth under a self-similar traffic load. The accuracy

is rather lower than the case of Fig. 4.4, since the mean of the measured available

bandwidth sometimes lies out of σ from µ of the estimated available bandwidth.

However, the performance is not worse than pathload since the deviation is not
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significant as pathload even if the mean of the measured available bandwidth lies

out of σ from µ of the estimated available bandwidth. If the available bandwidth is

4 Mbps, then the probing traffic uses only about 10 % of the available bandwidth.

As the available bandwidth increases, the relative portion of the probing traffic

decreases. Although the probing traffic uses the total available bandwidth during

probing time, the duration of one probing period is not long since the number of

probing packets sent per probing period is limited to a rather small number of 100.

Since the proposed probing scheme can operate at a rather low average probing rate

compared with the available bandwidth, the proposed probing scheme can be used

non-intrusively.

4.5 Summary

A new available bandwidth estimation mechanism for a network path is proposed by

introducing a simplified path model and extending the approach for a single server.

Since it is not possible to send probing packets by minimally backlogging method

for a network path, we proposed a new probing scheme to maintain the minimally

backlogging condition approximately. In a multiple hop topology, it is observed that

the proposed available bandwidth mechanism tracks the available bandwidth rather

accurately even when the available bandwidth changes abruptly. Thus, the proposed

mechanism can be used to obtain a reasonable range of dynamic available bandwidth

for a network path in a short time interval. Since the proposed probing scheme can

operate at a much lower rate than the available bandwidth, the proposed probing

scheme can be used non-intrusively.
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5. Measurement-Based Admission Control

5.1 Introduction

Although the capacity of core networks has increased tremendously due to high-

speed optical transmission techniques, current IP networks can not guarantee strict

or statistical quality-of-service (QoS) requirements for real-time traffic flows. Thus,

it is very important to allocate and manage resources for multimedia traffic flows

with real-time performance requirements in order to guarantee QoS. Specifically,

admission control is of interest in this chapter. There are two important goals in

conventional admission control algorithms. The first one is to guarantee the QoS

contracted for real-time flows, and the other one is to achieve high network uti-

lization. Conventional parameter-based admission control algorithms use the worst

case bounds derived from the parameters describing the flow. These algorithms

typically result in low utilization under the load of bursty input traffic [68]. How-

ever, measurement-based admission control algorithms (MBACs) can achieve much

higher network utilization than parameter-based algorithms, while providing some-

what relaxed QoS [54]. Since it is difficult to predict future behavior accurately

with traffic measurements, MBAC may result in occasional violation of the con-

tracted QoS. Several measurement-based admission control algorithms have been

proposed [54, 58–66]. However, it is reported that the conventional admission con-

trol algorithms can not meet their strict QoS target in terms of loss ratio [68].
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We consider delay as a QoS target because real-time flows are more sensitive

to delay than loss. Furthermore, packets from real-time flows are rarely dropped

if the packets from real-time flows are treated with higher priority than those from

best-effort traffic at each network node. Thus, we assume that the packets from

the flow admitted by the admission control algorithm are given higher priority than

those from the best-effort flow which is initiated regardless of admission control.

In order to overcome the problem of the conventional admission control schemes

addressed above, we develop a scalable architecture and an admission control al-

gorithm for real-time flows. Since individual management of each traffic flow on

each of its traversed routers can cause a fundamental scalability problem in both

data and control planes, we consider that each flow is classified at the ingress router

and data traffic is aggregated according to its class inside the core network in the

proposed resource management architecture as shown in a DiffServ framework. In

the proposed approach, admission decision is made for each flow at edge (ingress or

egress) routers. However, it can be scalable because the algorithm can be simply

implemented using a single comparison logic. In the proposed admission algorithm,

each ingress router manages admissible bandwidth for each possible egress router.

The admissible bandwidth is calculated considering delay QoS based on the avail-

able bandwidth which is estimated by the egress router through monitoring probing

packets. The performance of the proposed algorithm is evaluated using a set of

simulation experiments for bursty traffic flows.
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5.2 System Architecture

Consider an autonomous system as depicted in Fig. 5.1. Routers A, E, F, G, and

I are edge routers, and B, C, D, and H are core routers. Routers which provide

interface to access networks are edge routers, and core routers do not operate as

an interface. In the proposed architectural solution, an ingress router manages

admissible bandwidth for each path to each egress router. For example, Edge Router

A manages admissible bandwidths for Egress Nodes E, F, G, and I, individually.

Traffic arrivals at ingress routers in DiffServ domain are differentiated by the given

QoS requirements. All arriving traffic with the same QoS requirements is treated as

an aggregate class.

Admissible bandwidth is managed according to the classified classes. Admissible

bandwidth between a specific ingress/egress node pair is defined considering the

level of services that can be provided. In this chapter, we consider only delay bound

violation probability as a QoS requirement. Let R∗
j denote the admissible bandwidth

for the j-th class between Ingress Router A and Egress Router E. Let dj and εj be

the delay bound and the threshold for the delay violation probability, respectively.

Dj(0) is a random variable representing the current end-to-end delay, and Dj(R) is

a random variable representing the end-to-end delay which the total traffic of class j

experiences after admitting a flow with a rate of R. Then, the admissible bandwidth

R∗
j is defined as:

R∗
j = max{R : P (Dj(R) > dj) ≤ ε}. (5.1)

Thus, R∗
j is the maximum available bandwidth that can be supported additionally

satisfying the delay constraint.
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Figure 5.1: Reference network model
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In order to support QoS for a new flow while guaranteeing the contracted QoS

for the existing flows, a negotiation is needed between a network and a new end-

point application. The network determines whether to admit the new flow or not

according to an admission control policy/algorithm assuming that the user complies

with the contract. The characteristics of the new flow should be included in the

contract because the network can not determine whether the required QoS will be

satisfied or not if it does not know how much traffic will be offered by the new flow.

Thus, we assume that the contract is made just based on the peak rate rp of a flow.

Peak rate rp is the only significant traffic parameter in our admission algorithm, and

we assume that each flow is policed so that the instantaneous traffic rate is kept less

than or equal to the peak rate rp.

If a new flow request with a peak rate of rp, which is destined to Router E,

arrives at Edge Router A, then Router A can accept the flow as the j-th class if the

following condition is satisfied:

rp < R∗
j . (5.2)

Then, the delay constraint can be satisfied for both the existing and the new traf-

fic. Since the proposed admission control algorithm is rather simple and ingress

router determines whether it accepts the new flow or not, admission control can be

performed very quickly for real-time flows.

In this scheme, ingress routers do not need to calculate admissible bandwidth

whenever a new flow arrives. In order to calculate admissible bandwidth R∗
j between

Nodes A and E, we need to know the status of the network. An edge router sends

probing packets to every possible egress router to monitor the current condition of
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the path to each egress router. If the round trip time between Nodes A and D is

RTT (A,D), then R∗
j can be calculated once every RTT (A,D). If the calculation

time of admissible bandwidth, Tcal is longer than the round trip time, then R∗
j can

be calculated once every max{RTT (A,D), Tcal}.

We use the combination of fixed delay component (Df ) and a virtual single server

S proposed in Section 4.2 as an end-to-end network path model in this chapter again.

Suppose that a packet p arrives at the path at time ap and departs from the path

at time dp. Then, the packet p arrives at the virtual server S at time as
p = ap + Df .

When the packet arrives at the destination node, it departs from both the path

and the server model S. The single server is continuously backlogged for k packet

transmissions from the j-th packet in the interval [as
j , dj+k−1] if

dj+m ≥ as
j+m+1, for all 0 ≤ m ≤ k − 2, (5.3)

for k ≥ 2.

5.3 Admission Control Scheme

As described in the previous Sections, calculation of the admissible bandwidth con-

sidering delay QoS is a crucial part of the proposed admission control scheme. If the

calculated value is larger than the real capacity, then delay QoS may not be guar-

anteed. On the other hand, if the calculated value is smaller than the real capacity,

then the utilization of the network resource decreases. In this section, we investigate

how to evaluate the admissible bandwidth considering delay QoS.

We assume that there are only two classes of flows in a core network. The

first is the premium class in which all flows follow their peak rate constraints and
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have a delay QoS requirement. This is the only class that is subject to admission

control. The second is the best-effort class. Intermediate routers are assumed to

give a strict priority to the premium class in managing two classes so that the delay

of the premium class traffic is not affected by the best-effort traffic.

We will derive a relation which predicts a new delay distribution in case of ac-

cepting a new flow of rate R in order to calculate the admissible bandwidth between

a specific ingress/egress router pair according to (5.1). In order to solve this prob-

lem analytically, we consider a fluid model on a continuous time scale. As noted in

Section 5.2, we structurally model a network path from a specific ingress router to

an egress router as a simple path consisting of a fixed delay component (Df ) and a

virtual server S. If we let De and D denote the end-to-end delay of a packet and

the delay that the packet experiences at the virtual server, respectively, then we can

obtain the following relation:

De = Df + D.

Since Df is fixed, we focus on the variable component of D. Let Xu, v denote the

amount of traffic arriving at the virtual server S in time interval [u, v], and denote

Yu, v as the amount of traffic served by the virtual server S in time interval [u, v]. If

we let a′j , d′j , and l′j denote the arrival time, departure time, and size in bits of the

j-th packet, respectively, then

Xu, v =
∑

a′j∈[u, v]

l′j , Yu, v =
∑

d′j∈[u, v]

l′j .

Letting Qt denote the backlog of traffic in the virtual server S at time t, Qt can
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be expressed as [70]:

Qt = sup
s≤t
{Xs, t − Ys, t}. (5.4)

An interval [u, v] is referred to as the backlogged interval of the virtual server S if

Qt > 0, for u ≤ t ≤ v. Let Dt denote the virtual delay experienced by a bit arriving

at S at time t. If the virtual server S is empty at time 0, then Dt is expressed as

[79]:

Dt = min {∆ : ∆ ≥ 0 and X0, t ≤ Y0, t+∆} . (5.5)

Let Xe
u,v and Xn

u,v be the amount of traffic arriving at S from existing flows in

time interval [u, v] and that of arriving traffic from the new flows in time interval

[u, v], respectively. The aggregate arriving traffic Xu,v consists of Xe
u,v and Xn

u,v.

Since our objective is to evaluate the maximum admissible capacity R∗
j of (5.1), we

consider only constant rate flow as Xn
u,v. Let Y e

0,t and Y n
0,t be the amounts of existing

traffic and new traffic served by S during time interval [0, t] in case of accepting new

flows, respectively. We assume that

• Aggregate traffic is served according to the first-come-first-service (FCFS) pol-

icy in the same class.

• Xn
τ, t = R(t − τ), where τ is the starting time of a new flow Xn and R is a

constant denoting the rate of the new flow.

• Y0, t is continuous.

• Y n
0, t is continuous and it is increasing after the starting time of the new flow.

The third assumption that Y0, t is continuous is natural because if the output link

81



rate of egress node is Ro, the maximum amount of traffic that can be served for the

interval of length ∆t can not exceed Ro∆t.

Let d0 be the delay bound which should be guaranteed for the class subject to

admission control. Let λ and C denote the average arrival rate of existing flows and

the service rate of the virtual server, respectively. If we assume that R + λ < C for

the stability of the system and X0,t is stationary and ergodic, then Dt has a limiting

distribution and D∗ is defined as

D∗ = lim
t→∞Dt.

If we estimate the delay of a packet arriving at S, D, by D∗, then the delay bound

violation probability P (De > d0) can be expressed as:

P (De > d0) = P (D + Df > d0)

= P (D∗ > d′0),
(5.6)

where d′0 = d0 −Df . We need to investigate the virtual delay Dt in more detail in

order to obtain information about the delay bound violation probability. Under the

above assumptions regarding a fluid model, we can obtain the following relation:

Proposition 5.1 Suppose that a new flow starts at time τ , τ ≥ 0. If we define

Dn
t = min

{
∆ : ∆ ≥ 0, Xn

0, t ≤ Y n
0, t+∆

}
, then we have

Dn
t = Dt, t > τ.

Proof) Suppose that t > τ . Since the service policy is FCFS, any traffic which

arrives at S after time t cannot be served before time t + Dt. Thus, the served

traffic until time t+Dt consists of the traffic from existing flow during [0, t] and the
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traffic from the new flow during [0, t]. Y0, t+Dt = X0, t since Y0, t is continuous, and

this implies that

Y e
0, t+Dt

= Xe
0, t and Y n

0, t+Dt
= Xn

0, t. (5.7)

Thus, Dn
t ≤ Dt. To prove that Dt ≤ Dn

t , choose a positive real number δ arbitrarily.

Since Y n
0, t is increasing for t ≥ τ , we have that Y n

t+Dn
t ,t+Dn

t +δ > 0 and this served

traffic belongs to the traffic which arrives after time t. From the fact that the service

policy is FCFS, it is clear that Dt ≤ Dn
t + δ. Since δ is arbitrary, we have Dt ≤ Dn

t .

¤

By Proposition 5.1, Dt can be evaluated if Y n
0,t can be obtained. However, Y n

0,t

can be measured when a new flow is really offered, but we want to estimate Dt

before the new flow is offered into the network. Thus, we introduce the available

service Ỹ n
0,t, which can be estimated by the probing scheme developed in Chapter 4.

We consider a virtual backlogging process Q̃n
t which is defined as

Q̃n
t = sup

s≤t
{Xn

s, t − Ỹ n
s, t}. (5.8)

Q̃n
t denotes the amount of backlogging traffic in the queueing system for which the

arrival process is Xn
s, t and the service process is Ỹ n

s, t. We define b(t) as

b(t) = sup{s : s ≤ t, Q̃n
s ≤ 0}. (5.9)

b(t) is the start time of the current busy period if Q̃n
t > 0 and is the current time if

Q̃n
t = 0. Then, we can define a virtual delay D̃n

t as

D̃n
t = min{∆ : ∆ ≥ 0, Xn

b(t), t ≤ Ỹ n
b(t), t+∆}. (5.10)
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D̃n
t is defined in a different way from the definition of Dt, (5.5) or that of Dn

t because

Ỹ n
s, t can be larger than Xn

s, t when the amount of arriving traffic Xn
s, t is rather small.

However, since (5.10) is a generalized description of virtual delay, Dt and Dn
t can be

defined in a similar way. We can obtain the following relation between Dn
t and D̃n

t .

Proposition 5.2 Suppose that traffic from a new flow is offered into a queueing

system from time τ and probing is started at the same time τ , then we have

Dn
t ≤ D̃n

t , for t ≥ τ.

Proof) We first show that the above relation holds at a packet level for an arbitrary

size of probing packets. We assume that the minimally backlogging traffic at a fluid

level can be realized by decreasing the size of a probing packet infinitely small. Then,

proving the above relation at a packet level for an arbitrary packet size implies the

relation is also valid at the fluid level.

We consider busy periods for the traffic of the new flow. For simple notation, a

packet belonging to the new flow is called an n-packet. A busy period is an interval

that begins when an arriving n-packet finds no n-packet in the queueing system and

ends when a departing n-packet sees no n-packet in the system for the first time

after the beginning time. Idle periods are intervals between successive busy periods.

Then, busy and idle periods alternate.

Let βi and ζi be the durations of the i-th busy period and the i-th idle period,

respectively. The i-th busy period and the i-th idle period constitutes the i-th cycle.

If we let Ui denote the duration of the i-th cycle, then Ui = βi + ζi. If we let

τ1 = τ,

τn = τ +
n−1∑

i=1

Ui, n ≥ 2,
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then τn is the time when the n-th cycle begins. We will show that Dn
t ≤ D̃n

t for an

arbitrary cycle j. We assume that τj = 0 without loss of generality. The j-th busy

period βj can be expressed as

βj = min{s : s ≥ 0, Xn
0,s ≤ Y n

0,s}. (5.11)

We first show that Y n
0,t ≥ Ỹ n

0,t for t ∈ [0, βj ]. At time t = 0, the arriving n-packet

observes only packets from existing flows or no packet. Let X0 denote the amount

of packets in bits in the system at time 0 except the arriving n-packet. We assume

that the packet size of each n-packet is Lp, and it is the same as the size of each

probing packet. We estimate Ỹ n
0,t by the amount of served probing traffic during the

time interval [0, t] when probing packets are sent to the queueing system with an

initial backlog of X0 according to the minimally backlogging method from time 0.

Let m denote the number of n-packets arriving during the j-th busy period.

ai and ãi (i = 1, 2, · · · ,m) denote the arrival times of the i-th n-packet and

the i-th probing packet, respectively. Since the j-th busy period starts at time 0,

a1 = 0. Due to the assumption that the probing starts at time 0, ã1 = 0. di and

d̃i (i = 1, 2, · · · ,m) denote the departure times of the i-th n-packet and the i-th

probing packet, respectively.

Since the i-th probing packet can depart when the service amount reaches to the

amount of traffic arriving until the arrival time of the i-th probing packet, ãi, we

can obtain the following relation:

X̃n
[0,ãi]

+ X0 + Xe
(0,ãi]

= Cd̃i, i ≥ 1,

where C is the service rate of the virtual server. Since ãi+1 = d̃i when probing is
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done in a minimally backlogging manner and X̃n
[0,ãi]

= iLp, ãi+1 can be expressed as

ãi+1 = d̃i =
X0 + iLp + Xe

(0,ãi]

C
, i ≥ 1. (5.12)

In a similar way, we can obtain the following relation for the n-traffic:

Xn
[0,ai]

+ X0 + Xe
(0,ai]

= Cdi, i ≥ 1.

Since Xn
[0,ai]

= iLp, di can be expressed as

di =
X0 + iLp + Xe

(0,ai]

C
, i ≥ 1. (5.13)

We now show that ai ≤ ãi, i ≥ 1 by induction. For i = 1, ai = ãi = 0.

We assume that ai ≤ ãi for i = 1, · · · , k (k ≤ m − 1). Since ak ≤ ãk, Xe
(0,ak] ≤

Xe
(0,ãk]. Thus, ãk+1 ≥ dk by (5.12) and (5.13). Since k + 1 ≤ m, the busy period

should continue until the arrival time of the (k + 1)-th n-packet. Thus, ak+1 should

be less than or equal to dk and we have that ãk+1 ≥ ak+1.

Since ai ≤ ãi (1 ≤ i ≤ m), Xe
(0,ai]

≤ Xe
(0,ãi]

and the following relation can be

obtained from (5.12) and (5.13):

d̃i ≥ di, i ≥ 1. (5.14)

Since we assume that the sizes of all n-packets and probing packets are fixed to Lp,

Y n
0,t and Ỹ n

0,t can be expressed as

Y n
0,t = Lp sup{i : di ≤ t},

Ỹ n
0,t = Lp sup{i : d̃i ≤ t}.

From (5.14) and the definitions of Y n
0,t and Ỹ n

0,t, we can obtain that

Ỹ n
0,t ≤ Y n

0,t, 0 ≤ t ≤ βj . (5.15)
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Since we assume that the first probing packet of the j-th busy period is sent at

time 0, there is no backlogging of probing traffic at time 0-, and thus, Q̃n
0− = 0.

(5.11) implies that Xn
0,t > Y n

0,t for 0 ≤ t < βj . Thus, Xn
0,t > Ỹ n

0,t for 0 ≤ t < βj by

(5.15) and b(t) = 0, 0 ≤ t < βj by (5.8) and (5.9).

We now show that Dn
t ≤ D̃n

t for 0 ≤ t ≤ Uj by partitioning an interval [0, Uj ]

for the j-th cycle into [0, βj) and [βj , Uj ].

Case 1: We consider the case of t < βj . By (5.15), Ỹ n
0,t ≤ Y n

0,t for t < βj and we

can obtain that

Dn
t = min{∆ : ∆ ≥ 0, Xn

0, t ≤ Y n
0, t+∆}

≤ min{∆ : ∆ ≥ 0, Xn
0, t ≤ Ỹ n

0, t+∆} = D̃n
t , for t < βj . (5.16)

Case 2: We consider the case of βj ≤ t ≤ Uj . Since Y n
0,t = Xn

0,t for t ≥ βj ,

Dn
t = min{∆ : ∆ ≥ 0, Xn

0, t ≤ Y n
0, t+∆} = 0 for t ≥ βj . Thus, we have

D̃n
t = min{∆ : ∆ ≥ 0, Xn

0, t ≤ Ỹ n
0, t+∆} ≥ 0 = Dn

t , for t ≥ βj . (5.17)

By (5.16) and (5.17), D̃n
t ≤ Dn

t for t ∈ [0, Uj ]. ¤

By Propositions 5.1 and 5.2, we can use D̃n
t as an upper bound of Dt. From

(5.10), we know that D̃n
t is expressed in terms of Xn

s,t, Ỹ n
s,t, and b(t). Though the

shape of Xn
s,t is fixed to a constant-rate flow and Ỹ n

s,t can be estimated by a probing

scheme, whose detailed explanation will be given later in this section, b(t) is difficult

to manipulate. Thus, we derive a relation about D̃n
t which excludes the use of b(t)

and is easier to manipulate.

Theorem 5.3 Suppose that a new flow starts at time τ , τ ≥ 0. Then, we have

P (D̃n
t > d′0) ≤ P (Q̃n

t > Ỹ n
t,t+d′0

), t ≥ τ.
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Proof) We first show that the relation is valid when Q̃n
t = 0. If Q̃n

t = 0, then

b(t) = t by the definition of b(t), (5.9), and sups≤t{Xn
s,t − Y n

s,t} = 0, i.e., Xn
s,t ≤ Y n

s,t

for s ≤ t. Since b(t) = t and Xn
s,t ≤ Y n

s,t for s ≤ t, Xn
b(t),t ≤ Y n

b(t),t and D̃n
t = 0 by the

definition of D̃n
t , (5.10). Since P (D̃n

t > d′0) = 0, the the proof is done when Q̃n
t = 0.

We now consider the case that Q̃n
t > 0. Since the condition that min{∆ : ∆ ≥

0, Xn
b(t), t ≤ Ỹ n

b(t), t+∆} > d′0 is equivalent to the condition that Xn
b(t), t > Ỹ n

b(t), t+d′0
,

we have that

P (D̃n
t > d′0) = P (min{∆ : ∆ ≥ 0, Xn

b(t),t ≤ Ỹ n
b(t),t+∆} > d′0)

= P (Xn
b(t),t > Ỹ n

b(t),t+d′0
).

Since b(t) ≤ t by the definition of b(t), if Xn
b(t), t > Ỹ n

b(t), t+d′0
, then the following

relation holds:

sup
s≤t
{Xn

s,t − Ỹ n
s,t+d′0

} > 0.

Thus, the following inequality is obtained:

P (D̃n
t > d′0) = P (Xn

b(t),t > Ỹ n
b(t),t+d′0

)

≤ P (sup
s≤t
{Xn

s,t − Ỹ n
s,t+d′0

} > 0).

Since Ỹ n
s,t+d′0

= Ỹ n
s,t + Ỹ n

t,t+d′0
and Ỹ n

t,t+d′0
is independent of s, the right hand term of

the above inequality can be changed into

P (D̃n
t > d′0) ≤ P (sup

s≤t
{Xn

s,t − Ỹ n
s,t+d′0

} > 0)

= P (sup
s≤t
{Xn

s,t − Ỹ n
s,t} > Ỹ n

t,t+d′0
)

= P (Q̃n
t > Ỹ n

t,t+d′0
),

where the last equality is obtained by the definition of Q̃n
t . ¤

88



Using Propositions 5.1 and 5.2, Theorem 5.3, and (5.6), we can obtain an upper

bound of delay violation probability as follows:

P (De > d0) = P (D∗ > d′0)

= P ( lim
t→∞Dt > d′0)

= P ( lim
t→∞Dn

t > d′0)

≤ P ( lim
t→∞ D̃n

t > d′0)

≤ P ( lim
t→∞ Q̃n

t > lim
t→∞ Ỹ n

t,t+d′0
),

(5.18)

where the second equality comes from the definition of D∗, the third equality is

valid by Proposition 5.1, the first inequality holds by Proposition 5.2, and the final

inequality is obtained from Theorem 5.3. In order to express the final expression on

the right hand side of (5.18) in a more explicit form, we make one more assumption

on Ỹ n
0,t.

Assuming {Ỹ n
0,t, t ≥ 0} has independent increments and the increments have a

Gaussian distribution, we model Ỹ n
0,t as

Ỹ n
0,t = at + σBt, (5.19)

where {Bt, t ≥ 0} is a standard Gaussian process with independent increments, a is

the mean of Ỹ n
t−1,t, and σ2 is the variance of Ỹ n

t−1,t. Then, Q̃n
t can be expressed as

Q̃n
t = sup

s≤t
{Xn

s,t − Ỹ n
s,t}

= sup
s≤t
{−σBt−s − (a−R)(t− s)}.

If we define Q̃n as Q̃n = limt→∞ Q̃n
t , then Q̃n has the following distribution [80,

p.361]:

P (Q̃n > x) = e−µx,
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where µ = 2(a−R)/σ2.

Real-time applications or services will require a small value of d0, usually less

than 1 second. According to Recommendation G.114 [81] of Telecommunication

standardization sector of International Telecommunication Union (ITU-T), one-way

transmission time of up to 150 msec is acceptable for most user applications. Thus,

d′0 = d0 − Df may be smaller than 1. If d′0 ¿ 1, it is not appropriate to model

Ỹ n
t,t+d′0

as Gaussian. Since d′0 usually has a small value, we approximate Ỹ n
t,t+d′0

by

ad′0, and we have

P ( lim
t→∞ Q̃n

t > lim
t→∞ Ỹ n

t,t+d′0
) = P (Q̃n > ad′0)

= e−µad′0 .

Then, from the above equation and (5.18), we can obtain the following upper bound

of delay bound violation probability:

P (De > d0) ≤ exp
(
−2(a−R)a(d0 −Df )

σ2

)
(5.20)

Let g(R) denote the right hand term of (5.20). If we evaluate R∗ by

R∗ = max {R : R ≥ 0, g(R) ≤ ε} , (5.21)

then R∗ becomes a lower bound of the admissible bandwidth for the class between

the selected ingress/egress node pair. The explicit form of R∗ can obtained from

(5.20) and (5.21) as

R∗ = a +
log(ε)σ2

2(d0 −Df )a
. (5.22)

From the above equation, we can obtain some insights about the behavior of the

admissible bandwidth. First, we can observe that R∗ increases as the average of the
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available bandwidth a increases because the first term on the right hand side of (5.22)

is dominant when a increases. Second, if the variance of the available bandwidth σ2

increases, R∗ decreases because log(ε) is negative for ε < 1. Thus, the second term

accommodates the burstiness of traffic by decreasing R∗ for large variance. Third,

as the constraint is becoming more strict, that is, as the value of ε decreases, R∗ also

decreases. This is natural because in order to satisfy a more rigorous requirement,

less traffic has to be admitted. Fourth, as the delay bound increases, R∗ increases.

This is also reasonable if we consider the limiting case that d0 goes to infinity. Thus,

we can know the behavior of the admissible bandwidth through the explicit form of

R∗, (5.22), and the calculation complexity of R∗ is very low since the value of R∗ can

be evaluated directly from the simple equation of (5.22) if the mean and variance of

the available service are obtained through measurements.

5.3.1 Estimation of Available Service

From (5.19), we can obtain that

E[Ỹ n
0,t] = at, V ar[Ỹ n

0,t] = σ2t.

In this subsection, we describe how to estimate the parameters a and σ of the

available service Ỹ n
0,t by using probing packets. If we can provide the minimally

backlogging probing traffic exactly, we can obtain the value of Ỹ n
0,t exactly. However,

it is not possible to send the minimally backlogging probing traffic in real networks.

Thus, we send the probing traffic while trying to satisfy the minimally backlogging

condition as closely as possible. The detailed probing scheme is described in Section

4.3, and we assume that the probing traffic is offered to the virtual server of the
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network path satisfying the minimally backlogging condition approximately in this

subsection.

As the probing scheme is window-based, the calculation of the mean and vari-

ance of Ỹ n
0,t is also window-based. Let T denote the duration of one window. Before

considering the mean and variance, we first need to estimate Ỹ n
0,t for the current

window. Since the probing traffic can not satisfy the minimally backlogging condi-

tion fully during the probing period, several busy periods of probing packets may

exist during a window. Let as
p and dp be the times when a probing packet p arrives

at the virtual server S corresponding to the specific path and p departs from the

server, respectively. The virtual server is continuously backlogged for k probing

packet transmissions from the j-th probing packet in the interval [as
j , dj+k−1] if

dj+m ≥ as
j+m+1, for all 0 ≤ m ≤ k − 2, (5.23)

for k ≥ 2.

Consider the i-th busy period made up by k continuously backlogging probing

packets. Probing packets arriving during the busy period are indexed from 1 to k.

If L is the size of a probing packet, the amount of traffic served from the time as
1

can be expressed as

Ỹ i
as
1,t = L · sup{n : dn ≤ t}.

Then, Ỹ i
0,t can be used to estimate Ỹ n

0,t. Considering reliability, we use Ỹ i
0,t obtained

from the longest busy period to estimate Ỹ n
0,t when there are multiple busy periods

in one window.

From Theorem 3.7 of Chapter 3, we know that the service rate of minimally

backlogging probing traffic Ỹ n
s,t/(t − s) is an asymptotically unbiased estimator of
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the available bandwidth. Thus, if there are k probing packets in the longest busy

period of the current window, we approximate the available bandwidth Ỹ n
t−1,t for an

interval of 1 second in the current window as

R̂ =
kL

dk − as
1

.

We let Rj denote the value of R̂ for the j-th previous window from the current

window, and j = 0 corresponds to the current window. Then, the mean of Ỹ n
t−1,t, a,

is estimated by

a′ =
1

Ma

Ma−1∑

m=0

Rm.

Thus, we use the most recent Ma windows for the estimation of the mean of Ỹ n
t−1,t.

The variance of Ỹ n
t−1,t, σ2, is estimated by

σ′2 = γ · 1
Mv − 1

Mv−1∑

m=0

(Rm − R̄)2,

where R̄ =
∑Mv−1

m=0 Rm/Mv and γ is the variance multiplication factor (VMF). We

use the most recent Mv windows for the estimation of the variance of Ỹ n
t−1,t. VMF

plays an important role in guaranteeing QoS. Since we estimate the available ser-

vice by sending probing packets for a relatively short period, the accuracy may not

be guaranteed. Especially, the estimated variance tends to be lower than the vari-

ance of the real additionally available service because a long busy period of probing

packets usually occurs when the available bandwidth is low during one window. In

addition, the change of available bandwidth can be so frequent and significant that

the available bandwidth may not be estimated accurately by the probing scheme in

some cases. Thus, the estimated variance may be less than the actual variance and
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the VMF γ plays an important role in such cases. We will investigate the effect of

VMF through simulation in the next section.

5.3.2 Admission Control Algorithm

We finally summarize the proposed admission control algorithm as follows. Let’s

consider an admission control algorithm for a specific ingress/egress router pair.

The egress router calculates the lower bound of the admissible bandwidth R∗ using

(5.22) once every T seconds. The egress router sends the value of R∗ back to the

ingress router when it is calculated.

If the ingress router has not given admission to any flow in the previous window,

the ingress router uses this new value R∗ to determine whether to allow a new flow

or not. The ingress router admits the request of the new flow with a peak rate of rp

if the following condition is satisfied:

rp < R∗. (5.24)

However, if some flow has been admitted after the last probing time, then the

rate of the newly admitted flow can not be reflected in the calculation of R∗. If

we use R∗ directly in that case, the delay QoS may not be guaranteed. In order to

overcome this problem, the ingress router need to memorize the sum of the peak

rates of the flows that might not have been considered in the calculation of R∗. Let

the sum of the peak rates of those flows be rs. When the ingress receives R∗ from

the egress router, if we use R∗− rs as the admissible bandwidth instead of R∗, then

the delay QoS will not be violated because we estimate the admissible bandwidth
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conservatively. Thus, the admission decision criterion of (5.24) is changed into

rp < R∗ − rs = R̃∗. (5.25)

In addition, if a flow of rate rp is accepted in the current window, rp also should be

included in rs.

If the probability of accepting new flows between the last probing time and the

receiving time of R∗ is negligible, then it is sufficient to consider only accepted flows

of current window in rs. However, if the probability is not negligible or accepted

flows start to send packets after a silence period, the period considered for rs, Tr

need to be extended.

5.4 Numerical Results

In this section, we evaluate the performance of the proposed admission control

scheme in terms of delay QoS, i.e., delay violation probability and utilization through

OPNET simulation. We consider a network topology as shown in Fig. 5.2 for sim-

ulation. Nodes IR1 and IR2 are ingress routers and Node ER is an egress router.

Nodes R1, R2, and R3 are core routers. Nodes S1, S2, Sa, and Sb are source nodes

where data traffic is generated. Nodes S1 and S2 generate only real-time flows that

are subject to admission control, and Nodes Sa and Sb generates only background

traffic that is not subject to admission control. Flows from source nodes S1 and S2

are always destined to the destination node D1. Background traffic streams gen-

erated at Nodes Sa and Sb are directed to Nodes Da and Db, respectively. Data

packets sent from Source Nodes S1 and S2 traverse six and five hops to reach Desti-

nation Node D1, respectively. The probing traffic sent from the Ingress Routers IR1
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and IR2 to the Egress Router ER traverses four and three hops, respectively. The

proposed admission control scheme does not guarantee the end-to-end delay QoS

from Source Nodes S1 or S2 to Destination Node D1, but guarantees the delay QoS

from the Ingress Routers IR1 or IR2 to the Egress Router ER.

Each node is modeled as an output queued router with a strict-priority(SP)

scheduling policy. Premium class traffic that is allowed by admission control is

given a strictly higher priority than best-effort traffic that is not subject to admission

control. Each link has a link rate of 10 Mbps and a propagation delay of 5 ms. The

sizes of all probing packets and data packets are fixed to 4000 bits. The duration

of one time window T is 1 sec, and the number of probing packets sent per time

window, N is 100 packets. Thus, the average probing traffic rate is 400 kbps. The

values of the rate adaptation related parameters are set: Nm =0.70×N =70, Ns =

0.05 ×N =5, αm =0.1, and αs =0.6. If probing traffic from the two ingress routers

passes a tight link with a least available bandwidth concurrently, then both ingress

routers may significantly underestimate the available bandwidth for each path. In

order to avoid such a situation in advance, we put an interval of 0.5 second between

the probing start times of IR1 and IR2 in every window. Thus, IR1 starts probing

at the beginning of each window and IR1 starts probing 0.5 second later.

We consider two types of traffic patterns for the flows that are subject to the

admission control. The average lifetime of each flow is 200 seconds and the lifetime

is exponentially distributed. The first one is simple on-off traffic whose on and off

period lengths are exponentially distributed. The average lengths of on and off

periods are both 0.5 second. No traffic is generated during off period and packets
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are generated at the peak rate of r during on period. Thus, the average rate is

r/2. The peak rate of each flow is fixed to 512 kbps. The flow inter-arrival time is

exponentially distributed with an average of 1 second.

The second one is also on-off traffic, but the lengths of on and off periods have

a Pareto distribution. If X has a Pareto distribution with shape parameter α and

scale parameter β, then X has a density function f(x) and a distribution function

F (x) of

f(x) =
αβα

xα+1
, F (x) = 1−

(
β

x

)α

, for x ≥ β.

If the shape parameter α is less than 2, X has an infinite variance. If α is less than

1, X has infinite mean and variance. We fix the value of α to 1.9 for both on and

off periods, and the values of β’s are 0.2 and 2 for on and off periods, respectively.

Since E[X] = βα/(α − 1) if α > 1, the length of off period is 10 times longer than

that of off period on an average. Thus, the Pareto on-off traffic is very bursty. The

peak rate of each flow is fixed to 512 kbps. Since the average rate of a Pareto flow

is approximately one fifth of that of an exponential on-off flow. The average inter-

arrival time of Pareto flows is decreased to 0.2 second in order to increase the flow

arrival rate.

According to ITU-T Recommendation G.114 [81], one-way delay of up to 150

ms is usually tolerable for most user applications. In case of Voice over Internet

Protocol (VoIP) services the perceived quality degrades with increased end-to-end

delivery time. However, subjective tests have shown little perceived degradation

until the end-to-end delay reaches 150 ms [82]. Thus, we consider 150 ms as the

maximum allowable end-to-end delay in this paper. In case of 3GPP, end-to-end
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delay of 150 ms is preferred and transfer delay is defined as 95-percentile of the

distribution of delay for all delivered data packets [83, 84]. We set the threshold for

the delay bound violation probability (ε) to 0.01 rather conservatively.

First, we investigate the effect of Tr, a period that is considered to complement

the flows that is omitted in the calculation of the admissible bandwidth by summing

their peak rates to rs and subtracting them from the calculated value of the admis-

sible bandwidth. Fig. 5.3 shows the delay violation probability for various values

of complement window Tr under exponential on-off traffic loads. Each probability

value is obtained from 10 simulations with different seeds in the random number

generator. The zero value of Tr implies that only the current window is considered

to calculate rs. If Tr = i, i ≥ 1, then Tr includes up to i-th previous window from

the current window. The delay bound d0 is set to 150 ms for both Ingress Routers

1 and 2. We can observe that when Tr = 0, the delay performance requirement is

significantly violated. The measured delay bound violation probability is over 0.1

compared with the target value of 0.01. This is because the rates of flows that are

accepted after the last probing in the previous window are not reflected on the cal-

culation of the admissible bandwidth. However, as the value of Tr increases to 1, the

measured probability improves significantly since the rates of flows that are accepted

after the last probing in the previous window are now reflected on the calculation

of the admissible bandwidth through the term of rs. As the value Tr increases, the

measured delay violation probability improves. However, since every accepted flow

starts from busy period in the simulations considered here, the Tr values that are

larger than 1 are not needed. The value of Tr is fixed to 1 hereafter. We need to
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find a different reason for the violated delay QoS. There is no significant difference

between the performances experienced by the traffic streams from IR1 and from IR2.

The following simulation result shows that the violation of delay QoS comes

from the estimation error of the probing mechanism. We fix the value of Tr to 1.

Fig. 5.4 compares the measured available bandwidth and the available bandwidth

estimated by the probing mechanism proposed in Chapter 4 for the path between

IR1 and ER. The egress router obtains the available bandwidth for the path from the

measured available bandwidths of intermediate nodes every time window. Fig. 5.4

also shows the admissible bandwidth calculated by (5.22). We can observe that

the available bandwidth estimated by the probing scheme is closely tracking the

measured available bandwidth. The calculated admissible bandwidth is much lower

than the available bandwidth. This is natural if we consider the following situation.

Let us consider a peak rate allocation as an example. If flows with a peak rate of

512 kbps and an average lifetime of 200 seconds arrive at an interval of 1 second

on average from IR1, then the link R3 − ER just before the egress router ER will

be occupied by 19 flows in about 19 seconds. If flows also arrive from IR2, then

R3 − ER will be occupied by 19 flows in about 10 seconds in case of peak rate

allocation. In that case, no more flows can be admitted from either IR1 or IR2 until

one flow ends around 200 seconds. Thus, the admissible bandwidth will remain

very low compared with a peak rate of a flow during full simulation time. In case

of measurement-based admission control, the situation is a little better, but the

admissible bandwidth should be low enough to guarantee the required delay QoS.

Although the estimation by the probing mechanism seems rather accurate, we can
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know the difference between the measurement and estimation of available bandwidth

from the following figure.

Fig. 5.5 shows the ratio of the measured variance to the estimated variance over

time when admission control is performed under exponential on-off traffic loads. The

measured variance of available bandwidth is obtained from Mv = 30 windows. The

estimated variance is also obtained from Mv = 30 windows. The length of window for

variance estimation Mv needs to be sufficiently long for robust estimation of variance.

However, we set the window for estimation of the average of available bandwidth Ma

to 10 in order to follow the changing average value of available bandwidth quickly.

As we can observe in the figure, the ratio of the measured variance to the estimated

variance is in the range of [0.5, 3.0] for most of the simulation time. We know that

the admissible bandwidth decreases as the variance σ2 increases from (5.22). Thus,

if the ratio is less than 1, that is, the estimated variance is larger than the measured

variance, then the admissible bandwidth R∗ will be estimated conservatively. Since a

conservative value of R∗ allows less flows than the possible maximum number, delay

QoS will not be violated. However, smaller values of estimated variance can yield

optimistic value of R∗ resulting violation of delay QoS. Thus, variance multiplication

factor VMF γ may be needed in order to complement this error in the variance of

the available bandwidth and guarantee delay QoS for real-time flows.

Fig. 5.6 shows the delay violation probability for various values of VMF γ when

the delay bound d0 is 150 ms and the delay violation probability threshold ε is 0.01.

The peak rate of each exponential on-off traffic is 512 kbps. Simulation is performed

for 500 seconds and the lifetime of each on-off traffic is exponentially distributed with
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an average of 200 seconds. When γ = 1.5, the measured delay violation probability

is approximately 0.013 for both IR1 and IR2. Thus, the delay QoS is slightly violated

for γ = 1.5. The delay QoS is satisfied very well for γ ≥ 2.0.

Fig. 5.7 shows the utilization of the link between Egress Router ER and Desti-

nation Node D1 for various values of γ under the same environment as Fig. 5.6. The

utilization is measured during the last half of the simulation time. The utilization is

kept over 60% for all values of γ. If we perform admission control based on only the

peak rate of each flow, then maximum 19 flows can be admitted to ER concurrently.

Since the ratio of on period length to off period length is 1, the utilization of 19

× 5.12/2 = 48.6% can be obtained from the peak rate allocation scheme. For the

proposed scheme, the utilization tends to decrease as γ values increase because σ2

is overestimated. Since the objective of the admission control is to increase the uti-

lization while guaranteeing the delay QoS, the optimal value of γ can be determined

around 1.5.

Fig. 5.8 compares the delay violation probability for γ = 1.0 with that for γ =

1.5 when delay bound (d0) has various values from 50 msec to 150 msec under

exponential on-off traffic loads. We can observe that the delay QoS is satisfied for

almost all values of d0 when γ = 1.5 since the variance σ2 is rather conservatively

estimated. On the other hand, the delay QoS is satisfied for d0 ≤ 0.08 when γ = 1.0.

We need to note that the measured delay violation probability does not significantly

deviate from the target value of 0.01 even when d0 ≥ 0.10 and γ = 1.0. The

VMF of the value of 1.5 is better for guaranteeing the delay requirements. We can

observe that the measured delay violation probability increases as the delay bound
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d0 increases. This tendency can be explained as follows. Let us consider the case of

d0 = 0.05. If we consider the path IR1 − R1 − R2 − R3 − ER, Node ER is 4 hops

away from IR1. Thus, the fixed delay component for the path is at least 4 × 5 msec

= 20 msec due to four link propagation delays. Then, according to the requirement

that P (De > d0) ≤ 0.01, the admission control algorithm tries to maintain the

queueing delay at the virtual server less than 50-20=30 msec with a high probability

of about 99%. In this case, the average delay at the virtual server will be much lower

than 30 msec. We assume that the average delay is one tenth of 30 msec, i.e., 3

msec. If the available bandwidth at the virtual server is 10 Mbps, i.e., the link rate,

then the service time of a packet of 4 kbits is 0.4 msec and the average delay of 3

msec implies that there are about 7.5 packets in the virtual server. However, in the

scenario considered in this simulation, the available bandwidth at the virtual server

is much lower than 10 Mbps, and there will be fewer than 7.5 packets in the virtual

server on average. Since fluid assumption is not good for a queueing system where

the number of packets is very small, the gap between the target and the measured

probability is rather large for small values of d0 and the gap decreases as d0 increases

as shown in Fig. 5.8.

Fig. 5.9 compares the utilization of the link between ER and D1 for γ = 1.0

with that for γ = 1.5 when delay bound (d0) has various values from 50 msec to

150 msec. We can observe that the utilization is better for γ = 1.0 than for γ = 1.5

since overestimation of the variance σ2 tends to admit less flows than the possible

maximum amount. Thus, γ = 1.0 is good for high utilization of resources and

γ = 1.5 is good for guaranteeing the delay QoS. The appropriate value of γ can be
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chosen considering the relative importance between the two targets.

Thus far, simulations were performed for only exponential on-off traffic loads.

The following results show the performance of the proposed admission control scheme

for Pareto on-off traffic loads. Fig. 5.10 shows the measured delay violation proba-

bility obtained under Pareto on-off traffic loads. The value of VMF γ is fixed to 1.

We can observe that the delay QoS is satisfied for most delay bounds even if γ is

1. Compared with the case of Fig. 5.8, we can observe that smaller delay violation

probabilities are obtained for Pareto on-off traffic loads than for exponential on-off

traffic loads. The reason can be explained as follows. While the average inter-arrival

time of exponential on-off flow is 1 second, the average inter-arrival time of Pareto

on-off flow is 0.2 second. The average arrival time of Pareto on-off flow is approxi-

mately one fifth of that of exponential on-off flow in order to match the arrival rate

of the aggregate traffic of each traffic pattern at the same level. We need to note

that the bandwidth resources are allocated conservatively in a time window, that

is, admission control is performed conservatively due to rs. In other words, since

the rates of accepted flows in the current time window can not be reflected on the

admissible bandwidth obtained from the last measurement of the previous window,

bandwidth resources are reserved according to the peak rate of the accepted flow in

the current time window by a term of rs in (5.25). Since higher flow arrival rates in a

window can cause conservative reservation of bandwidth resources more frequently,

the delay QoS is well satisfied for Pareto on-off traffic with a VMF value of 1.0.

Fig. 5.11 shows the utilization of the link between ER and D1 under the same

condition as Fig. 5.10. If we compare Figs. 5.9 and 5.11, we can observe that the
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utilization is rather low compared with the case of exponential on-off traffic loads.

Since the Pareto on-off traffic is very bursty, we can easily expect that the variance σ2

will be larger for Pareto on-off traffic loads than for exponential on-off traffic loads.

Then, from (5.22) the admissible bandwidth decreases due to a relatively large value

of σ2. Thus, utilization decreases for bursty Pareto on-off traffic patterns compared

with the case of exponential on-off traffic. However, the utilization is kept above

36% for all delay bounds. If we perform admission control and reserve bandwidth

based on only the peak rate of each flow, then maximum 19 flows can be admitted

concurrently because the link rate of each link is 10 Mbps and the peak rate of

each flow 512 kbps. Since the ratio of on period length to off period length is 0.1.

Then, the utilization of only 97.28/11 = 8.8% can be obtained from the peak rate

allocation scheme. Thus, the benefit of the proposed measurement-based admission

control scheme is significant especially with regard to utilization when the offered

traffic is highly bursty. Since we observed the performance of the proposed admission

control scheme under the Pareto on-off traffic loads is better than or similar to the

case of exponential on-off traffic loads, we consider only exponential on-off traffic

loads hereafter.

Fig. 5.12 compares the delay violation probability measured under no cross traffic

with that measured under cross traffic. Node Sa sends a self-similar traffic flow to

Node Da through the path Sa − R1 − R2 −Da as a cross traffic and Node Sb sends

another self-similar traffic flow to Node Db through the path Sb −R3 −ER−Db in

Fig. 5.2. Self-similar traffic patterns are generated using a multi-fractal model [77].

The average rate of each self-similar traffic flow is 1.5 Mbps. The Hurst parameter
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of each flow is 0.8. We can observe that the delay performance is not very different

from the case of no cross traffic for both IR1 and IR2. This is because the cross

traffic is best-effort traffic that is not subject to admission control and core routers

gives strict priority to the premium class that is admitted by admission control.

Thus, the cross traffic does not affect the delay performance of the higher priority

class traffic significantly.

Fig. 5.13 compares the utilization of the link ER−D1 measured under no cross

traffic with that measured under cross traffic. The utilizations of the two cases are

very similar as shown in the figure. Thus, we can know that if core routers use a

strict priority policy, then the utilization of the premium class traffic is not affected

by the best-effort traffic significantly. In addition, Figs. 5.12 and 5.13 show the

proposed admission control scheme operates in a normal way when there is a lower

priority cross traffic.

We now investigate the effect of measurement time window T . Thus far, the

value of T is fixed to 1 second. Fig. 5.14 shows the measured delay violation prob-

ability for various values of T and Fig. 5.15 shows the measured utilization of the

link ER − D1 for various values of T . No cross traffic is offered and the values of

VMF γ and Tr are 1.0 and 1, respectively. We can observe that the delay perfor-

mance requirements are well satisfied as the the value of T increases. Especially,

when T = 5.0, the delay QoS is satisfied for all delay bounds. During one window of

interval length of T , bandwidth resources are reserved according to the peak rate of

a flow. Thus, admission control is performed very conservatively during a window

according to the peak rate allocation policy. Therefore, we can expect the band-
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traffic
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width resource will be allocated conservatively as T increases. As a consequence of

conservative resource allocation, the delay QoS is well satisfied for large values of

T . However, we can observe that the utilization decreases significantly as the value

of T increases in Fig. 5.15. Thus, the value of T needs to selected considering the

tradeoff between the delay QoS and the resource utilization. When T = 2.0, the

delay QoS is approximately satisfied for d0 ≤ 0.12. If the objective of admission

control is to increase the utilization while guaranteeing the delay QoS up to a delay

bound of 0.12 second, then 2.0 will be a good value for T under the condition of

γ = 1.0.

Thus far, we have fixed the link rate of each link to 10 Mbps. We now investigate

the performance of the proposed admission control scheme for different link rates.

Fig. 5.16 compares the delay violation probability obtained when the link rate of

every link is 50 Mbps with that obtained when each link rate is 10 Mbps. The

values of the measurement window T and Tr is fixed to 1 second and 1, respectively.

The value of VMF γ is 1, that is, there is no recovery of the estimation error of

σ2 by γ. When the link rate is 10 Mbps, the delay QoS is not guaranteed for

d0 ≥ 0.1 since the estimation error of σ2 is not compensated by VMF. On the other

hand, the delay QoS is guaranteed for all values of d0 when the link rate is 50

Mbps even though VMF is not used. This is because the resources are used more

conservatively when the link rate is 50 Mbps compared with the case of the link rate

of 10 Mbps. Under the same admission request arrival patterns, the net amounts of

available and admissible bandwidths are usually higher for a link rate of 50 Mbps

than for 10 Mbps. Consequently, the effective arrival rate of accepted flows for a
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Figure 5.15: Utilizations of link ER−D1 for various measurement window T
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time window of length T is higher for a link rate of 50 Mbps than for 10 Mbps.

Since bandwidth resources are allocated conservatively according to the peak rate of

each flow during a window, a higher acceptance rate during a window implies more

frequent conservative allocation of resources. Due to this conservative allocation of

resources, the delay QoS is well satisfied for a link rate of 50 Mbps.

Fig. 5.17 compares the utilization of link ER−D1 measured when the link rate

is 50 Mbps with that obtained when the link rate is 10 Mbps. The environment is

the same as the case of Fig. 5.16. We can observe that the utilization also improves

significantly as the link rate increases. We can find a reason for the improved

utilization from (5.22). If σ = 0, then the admissible bandwidth R∗ will be equal

to the available bandwidth a. If we admit flows up to the rate of R∗ according to

the admission control algorithm of Subsection 5.3.2, then the utilization of the tight

link will be 1, since a = C − λ, where C is the link rate of the tight link and λ is

the arrival rate of cross traffic that passes the tight link in a given time interval. If

bandwidth resources are allocated up to R∗ when σ 6= 0, the the utilization u can

be expressed as

u =
λ + R∗

C
= 1 +

log(ε)σ2

2(d0 −Df )aC
.

We need to note that the second term on the right hand side of the above equation is

negative due to log(ε). If we assume that the available bandwidth a is proportional

to C approximately, then the second term is proportional to σ2/a2. The sigma/mean

ratio, σ/a of the available bandwidth tends to decrease as the link rate C increases

and more traffic flows are multiplexed. Thus, a decrease in the absolute value of the

second term yields higher utilization as the link rate C increases.
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Figure 5.16: Comparison of the delay violation probabilities for different link rates
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5.5 Summary

In this chapter, we proposed a new admission control scheme. In the proposed

scheme, an ingress router manages the admissible bandwidth for the path to each

possible egress router. Since the admissible bandwidth is calculated considering the

delay QoS, it is possible to guarantee the delay performance of the aggregate traffic

for a specific path if the proposed admission control scheme is used. We derived an

expression for a lower bound of the admissible bandwidth. We use the lower bound

as an estimate for the admissible bandwidth. Since the bound is explicitly expressed

in terms of delay bound (d0), threshold for the delay violation probability (ε), fixed

delay component (Df ), and mean a and variance σ2 of the available bandwidth, we

can understand the effect of each factor on the admissible bandwidth intuitively.

Using the probing scheme developed in Chapter 4, we can estimate the available

bandwidth and can obtain the mean and variance from the history of the available

bandwidth. In case that the probing scheme can not accurately track the available

bandwidth due to too frequent and large-scale changes, a variance multiplication

factor (VMF) can be used in order to compensate the variance (σ2) estimation

error.

Through simulations, we investigated the effect of VMF γ, measurement time

window T , and link rate C on the performance of the proposed admission control

scheme. Even without VMF, it was possible to obtain a delay violation probability

on the order of the required threshold for most delay bounds. If a small value of

VMF such as 1.5 is used, then the delay QoS can be satisfied for most delay bounds.

As the measurement window T increases, the delay QoS is satisfied very well, but
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the utilization is lowered since bandwidth resources are conservatively allocated

during a time window of T . Thus, too large values of T are not good in terms

of utilization. Since large values of T lead to conservative allocation of bandwidth

resources, a proper value of T can yield high utilization while guaranteeing delay

QoS for all delay bounds without need of VMF. Finally, as the link rate increases,

the admission control yields better performance guaranteeing delay QoS for most

delay bounds and resulting in higher utilization compared with the case of lower

link rate.

Thus, the proposed admission control scheme can yield high utilization while

guaranteeing the required delay QoS. However, we need to consider the scalability

of the probing scheme used to estimate the available bandwidth for a given path.

In order to explain this problem in more detail, we give an example. When Ingress

Router 1 IR1 and 2 IR2 send probing traffic to the same Egress Router ER, if the

probing traffic streams from each ingress routers pass a common tight link concur-

rently, then both IR1 and IR2 tend to detect the available bandwidth of a/2, where

a is the real available bandwidth. This is because the probing traffic from IR1 looks

like a cross traffic to that from IR2, and vice versa. As the number of probing traffic

flows increases, it is likely that such a situation occurs more frequently at a tight

link. One possible solution to this problem is to increase the interval between suc-

cessive probing times, T . However, as shown in the simulation result of the previous

section, large values of T may lead to a low utilization of bandwidth resources. Even

though T is fixed to 1 second, if the link rate increases, which has been thus far and

is likely to be in the future, then the time required for the probing packet stream
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to pass a tight link can be decreased. Let us assume that 100 packets of the same

size of 4 kbits are sent once during a time window of T = 1 second. If the available

bandwidth of a tight link is 10 Mbps, then it takes about 100 × 4 kbits / 10 Mbps

= 40 msec for the full probing packet sequence to pass the node corresponding to

the tight link. Thus, one probing sequence occupies a tight link during 4 % of 1

second. However, as the link rate increases this ratio will decrease. For example, if

the available bandwidth increases to 100 Mbps, then the ratio decreases to 0.4 %

of 1 second, and consequently, the collision probability of different probing packet

sequences will be lowered. More fundamental solutions to this problem need to

investigated further in the future.
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6. Conclusions and Further Studies

We studied monitoring of available bandwidth on a network path and proposed

a preventive traffic control scheme based on the network monitoring in order to

satisfy quality-of-service (QoS) requirements for real-time traffic flows. We especially

consider end-to-end delay as the QoS target of the real-time applications.

First, a new methodology is proposed to estimate the available bandwidth of a

queueing system, whose service rate and the load of input traffic are not known in

advance. In order to estimate the available bandwidth, we propose a probing method

called a minimally backlogging method and propose two statistics. The first statistic

is based on the delay of each probing packet and the second statistic is based on

the amount of probing packets served in a specific time interval. We first show that

an M/G/1 queueing system is stable when probing packets are sent to the system

according to the minimally backlogging method. We also show that the available

bandwidth can be estimated by using either of the two statistics if the probing

packets are sent to the queueing system by the minimally backlogging method.

Especially, the second statistic can be used to estimate the available bandwidth of a

G/G/1 queueing system. We use the theory developed for a single server to estimate

the available bandwidth for a local server as an application. The simulation results

show that the two proposed statistics yield very accurate estimates under a Poisson

and a self-similar traffic loads even for a finite probing duration.
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Second, a new mechanism to estimate the available bandwidth for multiple hop

routes is proposed by extending the approach for a single server, especially with the

second statistic, and introducing a simplified path model which simplifies a multiple

hop path into a combination of a fixed delay component and a virtual server. Since

the proposed mechanism can estimate the available bandwidth quickly and track it

adaptively and continuously, a reasonable range of available bandwidth for a short

time interval can be obtained using the mean and variance of the estimated available

bandwidth. It is observed that the proposed available bandwidth estimation mech-

anism yields more accurate estimates than pathload especially when the available

bandwidth changes dynamically. Since the proposed probing scheme can operate at

a much lower rate than the available bandwidth, the proposed probing scheme can

be used non-intrusively.

Finally, a scalable architecture and an admission control algorithm for real-time

flows are proposed. In our approach, admission decision is made for each flow at

the edge (ingress or egress) routers, but it is scalable because the algorithm is very

simple as a single comparison logic. In the proposed admission control scheme, an

estimate of the admissible bandwidth, which is defined as the maximum rate of a

flow that can be accommodated additionally while satisfying the delay performance

requirements for both existing and new flows, is calculated based on the available

bandwidth which is estimated by edge routers through monitoring minimally back-

logging probing packets. Since a lower bound of the admissible bandwidth is derived

and expressed explicitly in terms of delay bound (d0), threshold for the delay vio-

lation probability (ε), fixed delay component (Df ), and mean a and variance σ2 of
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the available bandwidth, we can investigate the effect of each factor on the admissi-

ble bandwidth intuitively. Since the available bandwidth used for calculation of the

admissible bandwidth is estimated by the proposed probing scheme, an estimation

error may exist. In order to complement the error in the estimation of variance σ2

of the available bandwidth, a variance multiplication factor (VMF) γ can be used.

Through simulations, we investigated the effect of VMF γ, measurement time

window T , and link rate C on the performance of the proposed admission control

scheme. Even without VMF, it was possible to obtain a delay violation probability

on the order of the required threshold for most delay bounds. A proper value of

measurement window T can yield high utilization while guaranteeing delay QoS for

all delay bounds without need of VMF. Finally, as the link rate C increases, the

admission control yields better performance guaranteeing delay QoS for most delay

bounds and resulting in higher utilization compared with the case of lower link rate.

The proposed available bandwidth estimation mechanism yields better perfor-

mance than existing schemes in terms of speed and accuracy, and the proposed

admission control scheme can also yield high utilization while guaranteeing the re-

quired delay QoS. However, we need to consider the scalability problem of the prob-

ing scheme used to estimate the available bandwidth for a given path. In order to

explain this problem in more detail, we give an example. When Ingress Router 1

IR1 and 2 IR2 send probing traffic to the same Egress Router ER, if the probing

traffic streams from each ingress routers pass a common tight link concurrently, then

both IR1 and IR2 tends to detect the available bandwidth of a/2, where a is the

real available bandwidth. This is because the probing traffic from IR1 looks like a
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cross traffic to that from IR2, and vice versa. As the number of probing traffic flows

increases, it is likely that such a situation occurs more frequently at a tight link.

One possible solution to this problem is to increase the interval between successive

probing times, T . However, as shown in the simulation result of Chapter 5, large

values of T may lead to a low utilization of bandwidth resources. Even though T is

fixed to 1 second, if the link rate increases, then the time required for the probing

packet stream to pass a tight link can be decreased. Let us assume that 100 packets

of the same size of 4 kbits are sent once during a time window of T = 1 second.

If the available bandwidth of a tight link is 10 Mbps, then it takes about 100 × 4

kbits / 10 Mbps = 40 msec for the full probing packet sequence to pass the node

corresponding to the tight link. Thus, one probing sequence occupies a tight link

during 4 % of 1 second. As the link rate increases, this ratio will be decreased. For

example, if the available bandwidth increases to 100 Mbps, then the ratio decreases

to 0.4 % of 1 second, and consequently the collision probability of different prob-

ing packet sequences will be lowered. However, more fundamental solutions to this

problem need to investigated further in the future.

There are additional further study issues as follows:

• Enhancement of available bandwidth estimation mechanism in terms of sta-

bility and transient performance

• Measurement-based admission control in an environment where most flows

including the flows that are subject to admission control are characterized as

responsive traffic such as TCP traffic

130



• Available bandwidth estimation of each class when there are multiple classes

of traffic in a network

• Multi-class admission control for each possible scheduling policy such as GPS

and strict priority scheduling
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A. Appendix: Proof of Theorem 3.4

Since the arrival process is a Poisson process with rate λ, the conditional distribu-

tion of Xi|Wi−1 is a Poisson with mean λWi−1. Using this, we obtain the Laplace

transform of the random variable Wi|Wi−1.

E[e−sWi |Wi−1] =
∞∑

k=0

E[e−sWi |Xi = k, Wi−1] Pr{Xi = k|Wi−1}

=
∞∑

k=0

E[e−sWi |Xi = k] Pr{Xi = k|Wi−1}.

In the above equation, E[e−sWi |Xi = k, Wi−1] is replaced by E[e−sWi |Xi = k] be-

cause Wi depends only on Xi. If we observe that E[e−sWi |Xi = k] is calculated to

be G̃p(s)G̃(s)k, then the above equation is rewritten as

E[e−sWi |Wi−1] = G̃p(s)e−λWi−1(1−G̃(s)). (A.1)

Let ϕn(s) = E[e−s(W1+W2+...+Wn)]. Then, by the Markov property, we have that

ϕn(s) = E[E[e−s(W1+W2+...+Wn)|W1,W2, . . . ,Wn−1]]

= E[e−s(W1+W2+...+Wn−1)E[e−sWn |Wn−1]].

Applying Eqn. (A.1) to the above equation, we obtain that

ϕn(s) = G̃p(s)E[e−s(W1+W2+...+Wn−2)e−(s+λ(1−G̃(s))Wn−1 ]. (A.2)

We define a sequence (s1, s2, s3, . . .) recursively as follows:

s1 = s,

si = s + λ(1− G̃(si−1)), i = 2, 3, . . .

(A.3)
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Note that each si in the sequence (s1, s2, s3, . . .) is a function of s. Applying

Eqn. (A.1) to Eqn. (A.2) iteratively, we obtain that

ϕn(s) =
n−1∏

k=1

G̃p(sk)E[e−snW1 ].

Then, by Eqn. (3.6), we obtain a formula of ϕn(s) given by

ϕn(s) =
n∏

k=1

G̃p(sk)Π(G̃(sn)).

Let βk(s) = G̃(sk) and βp,k(s) = G̃p(sk). Then,

log ϕn(s) = log Π(βn(s)) +
n∑

k=1

log βp,k(s).

Since the variance of
∑n

i=1 Wi is equal to d2 log ϕn(0)/ds2, we have that

V

[
n∑

i=1

Wi

]
= E[X1]{β′′n(0)− β′n(0)2}+ V [X1]β′n(0)2

+
n∑

i=1

{
β′′p,i(0)− β′p,i(0)2

}
.

(A.4)

In order to obtain an upper bound of V [
∑n

i=1 Wi], we derive the formulas of β′i(0),

β′′i (0), β′p,i(0), and β′′p,i(0) for i = 1, 2, · · · . From Eqn. (A.3), it follows that

βn+1(s) = G̃(s + λ− λβn(s)), n = 1, 2, 3, · · · . (A.5)

By differentiating the above equation and substituting s = 0, we obtain that

β′n+1(0) = ρβ′n(0)−E[S].

Since β1(s) = G̃(s), β′1(0) = −E[S]. Then, β′n(0) is obtained as

β′n(0) =
ρn − 1
1− ρ

E[S]. (A.6)
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By the same manner as the above and using Eqn. (A.6), we derive a recursive

equation given by

β′′n+1(0) = E[S2]
(

1− ρn+1

1− ρ

)2

+ ρβ′′n(0), n = 1, 2, 3, · · · .

Clearly, β′′1 (0) = E[S2]. Solving the above recursive equation yields

β′′n(0) =
1− (2n + 1)(1− ρ)ρn − ρ2n+1

(1− ρ)3
E[S2]. (A.7)

We now evaluate β′p,i(0) and β′′p,i(0). Eqn. (A.3) implies that

βp,n+1(s) = G̃p(s + λ− λβn(s)), n = 1, 2, 3, · · · .

Then, by the similar method used to obtain β′n(0) and β′′n(0), we obtain that

β′p,n(0) =
ρn − 1
1− ρ

E[Sp], n = 1, 2, 3, . . . (A.8)

β′′p,n(0) = E[S2
p ]

(
1− ρn

1− ρ

)2

+ λE[Sp]β′′n−1(0), n = 2, 3, 4, . . . , (A.9)

where the explicit formula of β′′n(0) is given by Eqn. (A.7). Since βp,1(s) = G̃p(s),

β′′p,1(0) = E[S2
p ]. If we recall that ρ < 1, then an upper bound of β′′p,n(0) is obtained

from Eqn. (A.9), which is given by, for all n,

β′′p,n(0) ≤ E[S2
p ]

(1− ρ)2
+

λE[Sp]E[S2]
(1− ρ)3

.

Moreover, from Eqns. (A.6) and (A.7), we obtain that

β′′n(0) ≤ E[S2]
(1− ρ)3

,

{β′n(0)}2 ≤
(

E[S]
1− ρ

)2

.

From the above equations and Eqn. (A.4), we have that V [
∑n

i=1 Wi] ≤ An, where

A is a constant not depending on n. Since V [
∑n

i=1 Wi/n] = V [
∑n

i=1 Wi] /n2, the

proof is completed. ¤
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