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Abstract—This paper is concerned with estimating the available
bandwidth of a network path. We first develop a theory to estimate
the available bandwidth of a queueing system. In order to estimate
the available bandwidth, we propose a probing method called a
minimal backlogging method, and a statistic based on the service
rate of minimally backlogging probing traffic. We show that the
available bandwidth of a queueing system can be estimated by the
statistic if probing packets are sent to the queueing system by the
minimal backlogging method. For a network path consisting of
multiple hops, we extend the approach for a single server by in-
troducing a simplified path model. Since the proposed mechanism
can estimate the available bandwidth quickly and track it adap-
tively, a reasonable range of available bandwidth for a short time
interval can be obtained using the mean and variance of the es-
timated available bandwidth. The performance of the proposed
available bandwidth estimation mechanism is evaluated by simu-
lation in a multiple hop network topology.

Index Terms— Available bandwidth, probing, measurement,
available bandwidth estimation, minimal backlogging

I. I NTRODUCTION

The reliable estimation of available bandwidth for a path is
very important for high utilization of network resources as well
as QoS guarantee for real-time flows. If theavailable band-
width (AB) for a specific network path is known to a traffic
source node, the source node can avoid paths in congestion in
advance [1] or the information about AB can be used for capac-
ity provisioning, network troubleshooting, and traffic engineer-
ing (TE) in IP or MPLS networks [2], [3]. Thus, monitoring of
AB is very important to exploit network resource efficiently.

For a network pathP between a node pair consisting ofH
serially connected links, ABCa for the path in a given time
interval is usually defined as

Ca = min
1≤i≤H

Ci(1− ui),

whereCi andui be the link rate and the utilization of thei-th
link in the given time interval, respectively. The link with the
least unused bandwidth ofCa is referred to astight link and the
link with the minimum link rate is referred to asbottleneck link.

Several methods have been proposed to estimate the AB for
a path. The first attempt to measure available bandwidth was C-
probe [4]. The C-probe is to estimate the available bandwidth
from the dispersion of trains of eight packets. They assumed
that the dispersion of long packet trains is inversely proportional
to the available bandwidth. However, Dovrolis et al.[5] showed
that this is not true. Melander et al.[6] proposed a TOPP prob-
ing method which is an extension to the packet pair probing

technique. They estimated the available bandwidth and the ca-
pacity of the link with the smallest link rate from the relation be-
tween the input and output rates of different packet pairs. TOPP
is computationally intensive to implement. Jain and Dovrolis[7]
proposed a tool calledpathload. Pathload is to estimate the
range of available bandwidth iteratively, not the value of avail-
able bandwidth and has a rather long convergence time. Hu et
al.[8] proposed the initial gap increasing (IGI) method and the
packet transmission rate (PTR) method.

In order to estimate the available bandwidth quickly and re-
liably by overcoming the drawbacks of existing schemes, we
propose a new available bandwidth estimation mechanism. Ba-
sically, we assume that every node serves packets in a First-
Come-First-Served (FCFS) manner. The proposed available
bandwidth estimation mechanism is based on two key compo-
nents. The first one is a minimal backlogging concept and the
second one is a simplified path model. We estimate available
bandwidth by monitoring probing packets sent according to the
minimal backlogging method, which is explained in detail in
the next section. We first develop an available bandwidth esti-
mation theory for a single server and extend the approach to a
network path. We introduce a simplified path model in order
to simplify the estimation problem for a multiple hop path. We
focus on tracking the dynamically varying AB for a relatively
short time period to finally obtain a reasonable range of the AB.

The rest of this paper is organized as follows. In Section II,
we introduce the minimal backlogging method. We propose
a statistic based on the service rate of minimally backlogging
probing traffic to estimate available bandwidth of a queueing
system. In Section III, we introduce a simplified path model
for multiple hop paths. We extend the approach for a single
server to multiple hop paths by exploiting the simplified path
model. In Section IV, The validity of the proposed statistic is
verified by simulation for a single server and the performance
of the proposed available bandwidth estimation mechanism is
evaluated by simulation in a multiple hop network topology.
Finally, conclusions are presented in Section V.

II. ESTIMATION OF AVAILABLE BANDWIDTH FOR A

SINGLE SERVER

Before taking into account the AB estimation problem for
multiple hop routes, we introduce some concepts and theory
for a single server. We consider a queueing system with an
FCFS service policy. The service rate isC, and the arrival rate
of packets except probing packets isλ. Suppose that the ser-
vice time of a packet is given by the packet size divided by the
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service rateC of the system. LetL′ denote the average length
of the packets except probing packets. Then, for the queueing
system, available bandwidthCa is defined as

Ca = C(1− ρ),

whereρ = λL′/C is the traffic load to the system. If the param-
etersC, λ andL′ representing a queueing system are unknown,
this system is said to beunidentifiedin this paper. We assume
thatρ < 1 for the stability of the system. For the estimation of
the available bandwidth of an unidentified queueing system, we
propose a probing scheme as follows:

Definition 1: Suppose that we send probing packets into a
queueing system so that there exists one and only one probing
packet in the system. This probing method is called aminimal
backlogging method.

If we send a probing packet into a queueing system just at
the departure time of the previous probing packet, then there
exists one and only one probing packet in the system. We now
propose a statistic in order to estimate the available bandwidth
of a queueing system.

Definition 2: The available servicêY[s,t] for a queueing sys-
tem is the amount of probing packets served in interval[s, t]
when probing packets are sent to the queueing system accord-
ing to the minimal backlogging method.

Before we investigate the characteristics of the available ser-
vice analytically, we briefly explain why the term ofavailable
serviceis used forŶ[s,t]. In case that the minimal backlog-
ging method is not used, anidle period, i.e. a time interval
when the server is not busy, can exist if the load of non-probing
packets is less than 1. In case that the probing packets are sent
to the queueing system according to the minimal backlogging
method, there always exists at least one probing packet in the
queueing system, and thus, there is no idle period during the
probing time. If there is no non-probing packet in the system,
probing packets will be served continuously until a new non-
probing packet arrives. Thus, we can know that the amount of
probing packets served in a given time interval will be at least
the maximum amount of service that the server can additionally
support while serving all arriving non-probing packets accord-
ing to an FCFS policy.

Theorem 1:Let Ŷt be the available service for aG/G/1
queueing system. The size of each probing packet is fixed to
a constant ofL. Then, for0 < q < ∞,

lim
t→∞

E

[∣∣∣∣∣
Ŷt

t
− C(1− ρ)

∣∣∣∣∣

q]
= 0.

Proof: The proof is given in [9].
Thus, the service rate of minimally backlogging probing traf-

fic, Ŷt/t, can be used as an estimator of the AB for aG/G/1
queueing system and this statistic is used to estimate the avail-
able bandwidth for a multiple hop path in the next section.

III. E STIMATION OF AVAILABLE BANDWIDTH FOR A

MULTIPLE HOP PATH

The AB estimation mechanism for a single server developed
in the previous section can not be directly applied to AB esti-
mation for a network path between a specific node pair because
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Fig. 1. An end-to-end network path model

a network path usually consists of multiple hops. Before con-
sidering AB estimation for a multiple hop path, we introduce a
simplified path model. We consider a single tight link along a
multiple hop path because multiple tight links are not likely to
occur frequently in real networks due to variation of the AB at
each link. However, the proposed mechanism can be applied to
multiple tight link environments.

If we assume that the delay variation at other links except the
tight link is negligible, then the summation of delays at those
links except the tight link is constant and we denote the sum-
mation asDf . Then, we can obtain a simplified path model
consisting of a fixed delay component (Df ) and a virtual server
S for the tight link as shown in Fig. 1. Suppose that a probing
packetp arrives at the path at timeap and departs from the path
at timedp. Then, the packetp arrives at the virtual serverS at
timeas

p = ap + Df .
If N probing packets are sent to the virtual server by the

minimal backlogging method, then, by Theorem 1, AB for
the virtual server in the interval[as

1, dN ] can be estimated by
NL/(dN − as

1), whereas
1 = a1 + Df andDf is the fixed de-

lay for the current probing period. However, it is not possible
to send probing packets according to the minimal backlogging
method due to the fixed delay componentDf . Instead, we at-
tempt to emulate the minimal backlogging method by sending
bursts of probing packets at an adaptive rate. We send a fleet of
N probing packets at a time and the time interval of[a1, dN ] is
called aprobing period. Then, AB for the path is estimated as
follows.

Since the inter-probing-packet spacing is fixed during a prob-
ing period by the corresponding probing rate in real applica-
tions, several busy periods of probing packets may exist during
a probing period. Consider thei-th busy period containingk
continuously backlogged probing packets. Probing packets ar-
riving during the busy period are indexed from 1 tok. Fig. 2(a)
illustrates a sample service curve for the busy period showing
the amount of probing packets served for[a1, t]. TheMeasured
Probing Rate(MPR) for thei-th busy period is defined as:

MPR(i) =
kL

dk − as
1

=
kL

(dk − a1)−Df
.

whereDf is estimated in the longest busy period of the previous
probing period by

D̃f =(d1−a1)− dk−d1

k−1
.

while satisfyingas
p ≤ dp for any probing packetp. TheMPR

for the longest busy period during a probing period is used to
reliably estimate AB.
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Fig. 2. Probing rate adaptation scheme

We now consider a probing rate adaptation scheme. Let
Nb(i) be the number of probing packets belonging to the
longest busy period in a probing period. IfN probing packets
are sent to the virtual server according to the minimal backlog-
ging method, then there will be only a single busy period con-
taining N probing packets during a probing period, and thus,
Nb = N . However, since the inter-packet-spacing is fixed dur-
ing a probing period, even if probing packets are sent at the
rate which is the average rate of minimally backlogging prob-
ing packets,Nb may be less thanN . We attempt to maintain
Nb within a reasonable range by an adaptive probing scheme.
A small value ofNb is due to a lower probing rate than for min-
imal backlogging and a large value ofNb is due to a higher rate.
If Nb is in the reasonable range, we may assume that the min-
imal backlogging occurs. Thus,MPR is a reliable estimate of
the AB. Let(Ns, Nm] be the reasonable range ofNb. Fig. 2(b)
shows the proposed probing rate adaptation scheme, which is
explained as follows:

Case 1: If Nb > Nm, thenMPR is considered to be larger
than the AB due to a higher probing rate than for minimal back-
logging, and the next input rate is set toMPR. The AB is esti-
mated byMPRsinceMPRquickly approaches to the AB.

We can explain the reason for the use ofMPR as the next
probing rate by the following example. For an FCFS server
with a link rate ofC and an AB ofCa, if the probing packets
arrive at a rate ofr (≥ Ca), they are served at a rate of

m(r) =
r

C − Ca + r
C.

In case that we adjust the(n+1)-th probing rate byrn+1 =
m(rn), we can easily show that ifr1 ≥ Ca andCa > 0, then
limn→∞ rn = Ca, that is,MPRconverges to the AB.

Case 2: If Nb ≤ Ns, MPR for this short busy period may
be inaccurate because the minimal backlogging condition is not
satisfied. Thus, the current AB is estimated by the AB at the
last probing period forNb > Ns. If Nb ≤ Ns consecutivelyi
times since the last probing period withNb >Ns, then the next
input rate is set to AB· (1 + αs)i. αs determines the tracking
speed of the proposed algorithm when the probing rate is lower
than the AB. When the current probing rate is lower than the
AB, if αs is large, thenMPRquickly approaches to the AB, but
large values ofαs may cause temporary ripples.

Case 3: If Ns < Nb ≤ Nm, thenMPR is a reliable estimate
of the AB. However, it is necessary to maintain the probing
rate slightly higher than AB in order to obtain a reliable value
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Fig. 3. A measurement setup for estimation of the available bandwidth of a
queueing system

of MPR. Thus, the next input rate is increased toMPR · (1 +
α(Nb)), whereα(Nb) = αm(Nm−Nb)/(Nm−Ns), andαm

is the maximum rate increase ratio in the medium busy period
range. If the value ofMPR is close to that of AB, then the next
probing rate is higher than AB by a ratio ofα(Nb). For a given
value ofNb, if αm or Nm increases,α(Nb) also increases.

As explained above, the proposed probing scheme attempts
to send probing packets at a slightly higher rate than the AB.
Thus, the load offered to the tight link may slightly exceed one
during a probing period. In order to prevent degradation of the
throughput of data traffic at the tight link due to overload, con-
secutive probing periods are separated by at least one probing
period length ofdN−a1. Then, the average load offered by the
probing traffic is approximately equal to or lower than half of
the AB in a longer time interval than the duration of one prob-
ing period, and thus, the tight link is not overloaded in a long
time scale.

IV. N UMERICAL RESULTS

First, we investigate the validity of the theory developed
in Section II for a single server. Next, we evaluate the per-
formance of the AB estimation mechanism developed in Sec-
tion III for a multiple hop path.

A. Single Server Case

In Section II, we showed that it is possible to estimate the
AB of a queueing system by measuring probing packets if the
queueing system is probed by the minimal backlogging method
for an infinite time duration. However, it is not possible to probe
a queueing system for an infinite time duration. Thus, we eval-
uate the accuracy of the proposed statistic numerically in case
of probing a queueing system during a finite time duration.

Fig. 3 shows a simulation setup for estimation of the avail-
able bandwidth of a queueing system. The measurement node
directly connected to the queueing system sends probing pack-
ets to the queueing system by the minimal backlogging method,
i.e., the node sends a new probing packet upon arrival of the
previous probing packet and calculates the value of the statis-
tic. The measurement node bypasses every non-probing packet.

The traffic source generates two types of non-probing packet
traffic patterns: Poisson and self-similar traffic. The traffic pat-
terns of today’s IP networks have been known to exhibit self-
similarity and long-range dependence [11]. Neither of them
can be modeled using conventional Markovian models. Thus,
we use a multi-fractal model [12] to generate self-similar traf-
fic. The Hurst parameter is 0.8. The sizes of both probing and
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Fig. 4. Comparison of the estimated AB and the measured AB under a Poisson
traffic load
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Fig. 5. Comparison of the estimated AB and the measured AB under a self-
similar traffic load

non-probing packets are fixed to 4000 bits. The service rate (C)
of the queueing system is 10 Mbps.

Fig. 4 compares the estimated AB with the measured AB un-
der a Poisson traffic load. We can observe that the estimation re-
sults agree very well with the measured AB for all traffic loads.
In addition, the estimation results are accurate even when the
observation time is short.

Fig. 5 compares the estimated AB with the measured AB un-
der a self-similar traffic load. The sigma/mean ratio of self-
similar traffic is 0.68, 0.54, and 0.39 for the loads (ρ) of 0.3,
0.5, and 0.7, respectively. First, we can observe that the traffic
is even burstier than the case of Poisson traffic. Thus, it takes
longer time for the average rate of the traffic to converge toCρ
for all traffic loads compared with the case of Poisson traffic.
However, the estimated AB agrees very well with the measured
AB regardless of the observation time duration for various in-
put loads as shown in Fig. 5. Due to the burstiness and the
long-range dependence of the traffic, it takes longer time for
the estimated AB to converge toC(1 − ρ) compared with the
case of Poisson traffic.

B. Multiple Hop Path Case

We compare the performance of the AB estimation mecha-
nism for a multiple hop path developed in Section III with that
of pathload [7] through OPNET simulation. A multiple hop
topology is illustrated in Fig. 1(a). Each node is modeled as an

output queued router with a FIFO queue. We estimate AB for
the pathS − R1 − R2 − R3 −D. Every link exceptR2 − R3

has a link rate of 20 Mbps and a propagation delay of 5 ms.
Link R2 − R3 with a link rate of 10 Mbps is the bottleneck
link. The sizes of both probing packets and data packets are
4000 bits. For the proposed mechanism, the number of probing
packets sent in one probing period (N ) is 100. The values of the
rate adaptation related parameters are set toNm =0.95×N =
95, Ns = 0.30 × N = 30, αm = 0.10, andαs = 1.0. For the
pathload [7], the user-specified resolution of ABω is set to 0.2
Mbps and the grey-region resolutionχ is 0.3 Mbps.

Two types of traffic patterns are used for non-probing packet
sequence: constant bit rate (CBR) and self-similar traffic gen-
erated using a multi-fractal model [12]. The Hurst parameter
is 0.8 and the sigma/mean ratio of a flow is approximately 0.5.
The mean rate of each flow is 4 Mbps except a flow which is
sent fromA2 to B2 and has a rate of 2 Mbps. During a simula-
tion time of 200 seconds, 4 flows with a lifetime of 70 seconds
are sent on routeA1−R1−R2−B1 sequentially at an interval
of 10 seconds from time 0. 4 flows with a lifetime of 70 sec-
onds are sent on routeA3 −R3 −D sequentially at an interval
of 10 seconds from time 100. Thus, linkR1 − R2 is a tight
link in the interval[20, 80]. Link R2 − R3 is a tight link in the
intervals of[0, 30], [70, 130], and[170, 200]. Link R3 −D is a
tight link in the interval[120, 180]. Thus, two tight links exist
in the intervals of[20, 30], [70, 80], [120, 130], and[170, 180].

Fig. 6 compares the AB of the proposed mechanism with
that of the pathload under a CBR traffic load. The pathload it-
eratively estimates the range[Rmin, Rmax] of AB. The trace
of (Rmin + Rmax)/2 is plotted in Fig. 6 and the range of
[Rmin, Rmax] is also shown at the instant of termination. The
pathload is restarted just after it terminates. We can observe
that it takes about 8 seconds for the pathload to terminate. The
pathload sometimes yields a significant error in the estimation
of AB, especially at time 153.8 as shown in Fig. 6. However, the
proposed mechanism closely tracks the AB even if AB changes
abruptly, there exist two tight links or the tight link is different
from the bottleneck link. The error observed in the intervals of
[30, 70] and[130, 170] is due to the fact that the proposed prob-
ing scheme tries to maintain the probing rate slightly higher
than the AB to obtain a reliable value ofMPR. If Nm or αm

is decreased, this error can also be decreased, but more ripples
may occur due to unreliable values ofMPR.

The reason why the proposed scheme can estimate the AB
faster than the pathload can be explained as follows. The
pathload changes the probing rate using a binary search to find
the AB, while our scheme tries to find and track the AB con-
tinuously by adapting the probing rate based on the previous
estimation value of the AB and the observed value ofNb.

Fig. 7 compares the mean (µ) and the standard deviation (σ)
of the AB estimated by the proposed mechanism with those of
the measured AB under a self-similar traffic load. The range of
[µ−σ, µ+σ] is plotted based on the measurement at an interval of
10 seconds. We can observe that the mean of the measured AB
lies within σ from µ of the estimated AB for every estimation
time.

Fig. 8 compares the AB of the proposed mechanism with that
of the pathload under the same traffic trace as Fig. 7. The curve
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for the measured AB is the value of measured available band-
width averaged for every 5 seconds. The curve for the pro-
posed estimation mechanism is the same as that in Fig. 7. We
can observe some problems of pathload from the curve for the
pathload. First, the convergence time increases for bursty traf-
fic. We can observe that the average convergence time is longer
than 10 seconds in this case. Second, pathload frequently fail to
give a converged range of AB when the traffic load changes dy-
namically. Third, even the estimation range of AB sometimes
deviates from the average value of the measured available band-
width, especially at time 51, 79, 147, and 193 seconds. Thus, it
is difficult to obtain a reasonable range of available bandwidth
for a short period of 10 seconds by the pathload because of a
long convergence time. On the other hand, the proposed mech-
anism gives a reasonable range of the available bandwidth even
when the traffic load significantly changes.

V. CONCLUSIONS

A new mechanism for estimation of available bandwidth is
proposed in this paper. The proposed mechanism is based on
two key components: the minimal backlogging concept and a
simplified path model. We first developed an available band-
width estimation theory for a single server. We proposed a
statistic based on the service rate of minimally backlogging
probing traffic and showed that the statistic can be used to es-
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Fig. 8. Comparison of available bandwidth estimated by the proposed mecha-
nism and by the pathload under a self-similar traffic load

timate the available bandwidth of a queueing system if probing
packets are sent to the queueing system according to the min-
imal backlogging method. For a network path consisting of
multiple hops, we extended the approach for a single server by
introducing a simplified path model and proposing a probing
rate adaptation scheme. Simulation results show that the esti-
mation results based on the proposed statistic agree well with
the measured available bandwidth in case of a single server
even for a finite probing time. In a multiple hop topology, it
is observed that the proposed mechanism tracks the available
bandwidth rather accurately even when the available bandwidth
changes abruptly. Thus, the proposed mechanism can be used
to obtain a reasonable range of dynamic available bandwidth
for a network path in a short time interval.
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