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Abstract—Real-time traffic requires strict delay constraints in terms
of maximum cell transfer delay(CTD) and cell delay variation(CDV).
In order to support the required quality of service (QoS) of each con-
nection in ATM networks, it is important to estimate the current status
of networks by using local information such as cell delay and delay
variation in switches. We develop a framework for obtaining delay dis-
tribution in a single switch module by monitoring the internal buffer.
We also propose a new delay estimation mechanism utilizing a fast con-
volution approximation scheme in order to reduce the number of oper-
ations and the required amount of the data for estimating end-to-end
delay. The feasibility of the proposed delay estimation mechanism is
verified by simulation for various types of CBR and VBR traffic loads.

I. INTRODUCTION

Broadband Integrated Services Digital Networks (B-
ISDN) are expected to meet various QoS requirements at
the ATM layer. These QoS parameters include cell loss
ratio(CLR), cell transfer delay(CTD), and cell delay varia-
tion(CDV). Demand for strict delay performance has grown
as the amount of internet traffic explodes and new multime-
dia services such as VoIP emerge [1].

One important part of network management is to moni-
tor the performance of networks. Network switches need
to know the QoS level that they can support. During call
setup, the network should estimate the end-to-end QoS level
from source to destination using local information from lo-
cal switches. It is important to accurately estimate end-to-
end QoS for decreasing call blocking probability and for in-
creasing network utilization.

Four methods have been proposed for estimating end-to-
end CDV: a simple method [2], a square root method [3], a
asymptotic method [4], and a Chernoff method [5]. The sim-
ple method [2] may overestimate the end-to-end CDV, which
can increase call blocking probability and can decrease net-
work utilization. The square root method [3] assumes that
local CDV in a switch equals some constant times the stan-
dard deviation of CTD, where the constant is identical for
all switches. However, the constant to be multiplied by the
standard deviation may not be the same for all switches. The
asymptotic method [4] yields good performance in terms of
accuracy. But, the asymptotic method is complex and dif-
ficult to implement. The Chernoff method [5] assumes that
queueing delay in a switch is gamma distributed. But recent
studies have demonstrated that a compressed video source
shows a long-range dependence(LRD) property [6]. There-
fore, the assumption of gamma distribution may not hold in
general.
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In this paper we propose a new delay estimation method
which yields good performance. The proposed method is
based on the fast convolution approximation [7]. For a mul-
tistage switch or multiple nodes it is possible to obtain end-
to-end delay characteristics through consecutive convolu-
tions if correlation between the delays of successive nodes
is negligible. But due to constraints on signaling parameters
[8], conventional convolution mechanisms are not feasible.
We use the fast convolution approximation method to over-
come this problem.

Derivation of local delay distribution is also an important
problem. One conventional approach is to directly measure
delay in ATM networks by using time stamps in OAM or
test cells [9][10]. However, if time stamps are used for only
OAM cells, it is very complicated to analyze the delay char-
acteristics for various connections between input and output
ports.

Another approach is queueing analysis based on input
traffic modeling. Input traffic models include Bernoulli pro-
cess, interrupted Bernoulli process [11], Markov modulated
Poisson process(MMPP) [12] [13]. In real situations vari-
ous traffic types such as voice and video can pass a switch
through the same output port of an output buffered switch.
This dynamic traffic characteristic makes real-time queue-
ing analysis infeasible. Therefore, measurement of traffic
or queueing behavior is inevitable. In this paper we pro-
pose a delay estimation method which monitors the buffers
of an output buffer type ATM switch. The proposed method
can estimate the cell delay distribution for various input traf-
fic, and it can also be applied to shared buffer type ATM
switches.

This paper is organized as follows. In Section II, we de-
rive delay distributions from the information obtained by
monitoring the buffers of output-buffered ATM switch. In
Section 3, we consider how to obtain the delay performance
for a multistage switch. In Section 4, we verify the derived
relations by simulation. Finally, we conclude in Section 5.

II. PREDICTION OF CELL DELAY DISTRIBUTION
THROUGH MONITORING BUFFERS

CTD is composed of several components. These compo-
nents include transmission delay, fixed switching delay and
queueing delay. While transmission delay and switching de-
lay are fixed for a given connection, queueing delay varies
depending on the loading of the given network. In this paper
we focus on the queueing delay component.

A. Single ATM Switch Module

In this paper, we consider an ATM switch which is an
m � m output-buffered switch shown in Fig. 1. Cells ar-
rive simultaneously at any inlets destined to a single output.
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Fig. 1. Anm�m single ATM switch module

To ensure that no cells are lost in the switching fabric, cell
transfer should be performed at m times the speed of inlets.
The system should be able to write m cells in the output
queues during one input cell time. The control of output
queues is based on a simple FIFO discipline to ensure that
cells remain in the correct sequence.

B. Relation between buffer length distribution and cell de-
lay distribution

We model an output buffer as a single queue system,
as shown in Fig. 2. Traffic streams from m input ports
(l1; l2; : : : ; lm) enter the queue. Cells arrive in the discrete
time slot, and service time is deterministic. Output link uti-
lization is defined as the ratio of the number of busy slots
to the number of total time slots. Let N be the buffer size
observed at a random time slot. Then, we can obtain the fol-
lowing relation between the output link utilization Uout and
the probability that the buffer is empty at random times.

Uout = 1� Pr(N = 0) (1)

When the buffer capacity is K, if we let W and N� de-
note the waiting time of a cell in the queue and the system
size observed by an arriving cell, respectively, the following
relations hold.

Pr(W = i)=
Pr(N�= i)

1� Pr(N�=K)
; i=0; 1; � � � ;K�1: (2)

Pr(N=n)=Uout
Pr(N�=n�1)

1� Pr(N�=K)
; n=1; 2; : : :;K: (3)

Combining (1), (2), and (3) yields the following equation:

Pr(W = i) =
Pr(N�= i)

1� Pr(N�=K)
=

Pr(N= i+1)

1� Pr(N=0)
;

i = 0; 1; : : : ;K�1: (4)

Equation (4) shows a relationship among the distribution
of the buffer size observed by an arriving cell, that of buffer
size observed at random times, and that of cell waiting time.
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Fig. 2. A single queue system

Thus, it is possible to obtain the delay distribution by moni-
toring the buffer at the instant of each cell arrival or by mon-
itoring it every cell time by using (4).

We consider the relation between buffer size and cell de-
lay distribution for an output-buffered ATM switch. Fur-
thermore, if cells are managed separately according to their
destined output port for a shared buffer ATM switch, we can
consider a set of cells that are destined for the same output
port as one queue. Therefore, the results of this section can
also be applied to shared-buffer type ATM switches without
modification.

III. CELL DELAY PERFORMANCE FOR A MULTISTAGE
SWITCH/MULTIPLE NODE

Thus far, we have considered cell delay performance at a
single switch module. We now extend the analysis to multi-
stage switches or multiple nodes.

If correlation of delays experienced in consecutive multi-
plexing nodes is negligible, convolution of the delay distri-
bution of each multiplexing node becomes a good approx-
imation for the distribution of the end-to-end delay [14].
However, if a small positive correlation exists, the convo-
lution slightly underestimates the variance of the end-to-end
delay of that connection. An experiment indicated that de-
lays introduced in consecutive multiplexing nodes are al-
most uncorrelated [14]. Delay information at each node
should be transferred to adjacent nodes in order to obtain
the end-to-end delay distribution for a multistage switch by
convolution. However, due to signaling constraints, it is im-
practical to transmit all probability values of the probability
mass function (PMF) of the local delay. In this section we
consider the application of our proposed fast convolution ap-
proximation scheme [7] to reduce the calculation time and
the amount of transmitted data. Our algorithm uses the fol-
lowing property:

Property 1. Let X1 and X2 be discrete random variables
that take integer values and satisfy the following condition
for an integer k:

Pr(X1 � k) =

1X
i=k

Pr(X1 = i) �

1X
i=k

Pr(X2 = i) = Pr(X2 � k) (5)

Letting Z1 = X1 + Y , Z2 = X2 + Y , for a nonnegative
discrete random variable Y independent of bothX1 andX2,



the following relation holds:

Pr(Z1 � k
0) � Pr(Z2 � k

0); 8k0

This indicates that the delay distribution of poor perfor-
mance yields poor delay characteristics after convolution
with an independent delay distribution. If a delay distribu-
tion is given, the values of the CDV, the maximum CTD, and
the (1-�) quantile CTD can be estimated [2]. The CDV can
be calculated as a subtraction of the minimum delay from the
(1-�) quantile CTD in the delay distribution. It is possible
to obtain the lower bound of minimum delay by summing
the fixed delay of each node. Hence, the major role of delay
distribution is to provide values for the (1-�) quantile CTD
or the maximum CTD. We introduce a fast algorithm that
provides an upper bound for the (1-�) quantile CTD with a
small amount of data.

For a random variable X1 with a PMF of:

PX1
(i) = Pr(X1 = i) =

�
ai; if i � 0;
0; otherwise;

if we introduceX2 with the following PMF using data com-
pression factor �, which is a positive integer:

PX2
(i) = Pr(X2 = i) =� P

i

h=i��+1
ah; if i=j��1; j=1; 2; � � �;

0; otherwise;
(6)

then the following relation holds for a nonnegative integer
k:

Pr(X1 � k) =

1X
i=k

ai �
1X

i=bk=�c�

ai = Pr(X2 � k) (7)

X1 and X2 satisfy the condition of the Property 1. Thus,
convolution of the PMFs of X2 and a discrete random vari-
able Y1 yields the upper bound of the complementary cumu-
lative distribution function (CDF) that can be obtained from
convolution of the PMFs of X1 and Y1. Since the random
variable X2 retains compressed information about X1, it is
possible to reduce the amount of required data by use of X2

instead of X1.
Information about random variable Y1 can also be com-

pressed into Y2 by the same mechanism, as follows:

PY2(i)=

� Pi

h=i��0+1
PY1(h); if i = j�0�1; j=1; 2; � � �;

0; otherwise;
(8)

where �0 is a positive integer.
The convolution of PMFs of X2 and Y2 can be calculated

as follows when � is equal to �0:

PX2
� PY2(k) =8><
>:

kX
i=0

PX2
(i)PY2(k � i); if k=n��2; n=2; 3; � � �;

0; otherwise;
(9)

PX2
� PY2(n��2) =

n��2X
i=0

PX2
(i)PY2(n�� 2� i)

=
n�1X
i=1

PX2
(i��1)PY2((n�i)��1)

=
n�2X
j=0

PX�

2
(j)PY �

2
(n� 2� j)

= PX�

2
� PY �

2
(n� 2); (10)

where PX�

2
(i) = PX2

((i + 1)� � 1) and PY �

2
(i) =

PY2((i+ 1)�� 1) for i = 0; 1; 2; � � � :
This result indicates that convolution of the PMFs of

X2 and Y2 can be obtained by convolution of PX�

2
(i) and

PY �

2
(i), followed by rescaling. Let the maximum values

of X1 and Y1 be DX and DY , respectively. The num-
ber of probability values of PX�

2
(i) is approximately 1=�

times less than for PX1
(i). Therefore, convolution of the

PMFs of X2 and Y2 instead of forX1 and Y1 can reduce the
number of multiplications from (DX + 1) � (DY + 1) to
(bDX=�c+ 1)� (bDY =�c+ 1).

When � is different from �0, �� denotes the greatest
common divisor (GCD) of � and �0. Then, the number of
multiplications can be reduced from (DX+1)�(DY +1) to
(bDX=�

�c+ 1)�(bDY =�
�c+ 1) by the proposed mecha-

nism. Increasing �� can reduce the number of operations at
any level at the expense of approximation errors. If the GCD
of � and �0 is 1, the amount of data to transmit can be re-
duced but the convolution operation time is not reduced. In
order to improve this condition we confine � to a power of
2.

We consider how to calculate the (1-�) quantile CTD for a
3-stage switch using the convolution approximation method.
Fig. 3 shows how to determine � for nth = 3 where nth is
the threshold value that limits the required amount of data.
At each node a (1- 3

p
�) quantile CTD value d� is calculated.

The minimum n which satisfies 2n � d� is given by:

n
� = dlog2 d�e: (11)

If we determine � by

� =

�
1; if n� � nth;

2n
�
�nth ; if n� > nth;

(12)

the interval [0; 2n
�

] is divided into less than 2nth subsec-
tions of length �. The reason to determine � based on the
(1� 3

p
�) quantile CTD is that it may require a large amount

of samples to obtain the (1-�) quantile CTD when � is very
small.

The end-to-end (1-�) quantile CTD can be obtained by
successive convolutions if there are probability values less
than or equal to 3

p
� in the delay distribution of each node.

Using � determined by (11) and (12), if we generate a new
PMF X2 by the mechanism of (6), PX�

2
(i) is not larger than

3
p
� for all i larger than 2nth . If we make new PMFs by the

same mechanism at other nodes, the last probability value
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Fig. 3. Determination of � for the fast convolution approximation when
nth = 3

of each PMF is not larger than 3
p
�. Thus, consecutive con-

volutions yield a probability value smaller than �, and the
upper bound of the (1-�) quantile CTD can be calculated.

Since both UNI and NNI signaling supports only one
parameter for end-to-end CDV calculation, only one value
can be passed from switch to switch [8]. If we assume
de � 2d� in Fig. 3 where de is the maximum CTD, the
number of probability values that need to be transferred be-
tween switches is at most four when nth is 1. The asymp-
totic method requires 3 parameters to be signaled, and the
Chernoff method requires 2 parameters to be signaled [5].
Thus, the number of parameters to be signaled is not exces-
sively large compared with other methods.

IV. SIMULATION RESULTS

A. Input Traffic Model

We use four types of CBR source described in Table 1
and three types of VBR source described in Table 2 [15].
When multiple connections of the same traffic pattern are
generated, the phase of each connection is randomized over
the interarrival time of that traffic. VBR test sources are
characterized as follows:

- A two-state Markov process consists of an active state
and a silent state.

- The duration of an active phase has an integer number of
cell times with a geometric distribution with a mean of Ma.
The silent state lasts for an integer number of cell times,
which is geometrically distributed with a mean of Ms.

- During the active state, a VBR test source emits a syn-
chronous burst of cells, with a period of T , where T is an
integer number of cell slots. The first cell of the burst occurs
at the beginning of the active state. Thus, the mean burst
size is given by B =Ma=T cells.

B. Relation between the Distribution of Buffer Size and the
Distribution of Cell Delay

We evaluate the performance of a switch shown in Fig. 1.
The number of input ports and the number of output ports
are both 32. Delay is measured between input and output
ports. Input ports are based on Synchronous Optical Net-
work (SONET) STS-3c.

We consider two methods to obtain the distribution of
buffer lengths. The first method is to monitor the queue
whenever a cell arrives and the second is to monitor the
buffer every cell time to obtain the queue size distribution
at an arbitrary time. We can estimate the cell delay distri-

TABLE 1

CHARACTERISTICS OF CBR TEST SOURCES

CBR Source Type CBR I CBR II CBR III CBR IV
PCR(cells/sec.) 4,140 16,560 119,910 173

Load 0.0117 0.04688 0.33333 0.00049

TABLE 2

CHARACTERISTICS OF VBR TEST SOURCES

VBR Source Type VBR I VBR II VBR III
Ma (cell slots) 240 500 210
T (cell slots) 6 25 1
Ms (cell slots) 720 2500 2500

Load 0.04167 0.00667 0.07749

butions from the queue length distribution observed by ar-
riving cells and from the system size distribution at random
times by using (4). On the other hand, the cell delay distri-
bution can be measured through the time stamp of each cell.
Fig. 4 compares the estimated cell delay distributions with
the measured cell delay distribution when the traffic load is
0.454544. Two estimated graphs almost agree with the mea-
sured graph.

C. Application of the fast convolution approximation to
end-to-end delay estimation

We consider an end-to-end delay distribution for a three-
stage switch and evaluate the fast convolution method by
simulation. Fig. 5 illustrates a serially connected three
buffer model. The CBR I traffic shown in Table 1 and the
VBR I traffic shown in Table 2 are used as foreground traffic.
All the traffic sources in Table 1 and 2 constitute background
traffic.

Fig. 6 compares the distributions obtained by three differ-
ent methods. The first method is to obtain the delay distribu-
tion by measuring the delay of each cell using a time stamp.
The second method is to take convolutions after obtaining
the delay distribution of each node. The third method is to
use the fast convolution approximation explained in Section
III. When the buffer capacity is K, the maximum number
of probability values required to transmit for a convolution
operation is K. However, if we use the fast convolution ap-
proximation method, the maximum amount of data does not
exceed 2nth+1. Thus, we can control the amount of data
required for transmission using nth. The larger the value
of nth becomes, the closer the upper bound of 1-CDF ap-
proaches the measured distribution, as shown in Fig. 6.
However, the amount of data required for transmission in-
creases. Note that the graph obtained by the conventional
convolution agrees well with the graph obtained by time
stamps.

Fig. 7 compares (1-�) quantile CTDs obtained by three
different methods according to �. The foreground traffic is
the VBR I source shown in Table 2, and nth is 3 for the fast
convolution. Although nth is not large, the fast convolution
yields a tight upper bound for the measured delay.



V. CONCLUSIONS

We have obtained a relation among the queue size distri-
bution observed by arriving cells, the queue size distribution
at an arbitrary time, and cell delay distribution obtained by
using the time stamp of each cell. Using this relation we can
estimate the cell delay distribution in a single switch mod-
ule by monitoring the buffer without using the time stamp
of each cell for any type of input traffic. We showed the
validity of this relation by simulation.

For a multistage ATM switch or multiple nodes we can
estimate the end-to-end delay characteristics by successive
convolutions of the delay distribution of each stage. We
apply a fast convolution approximation mechanism in or-
der to reduce the number of multiplications and the amount
of data required for transmission. The fast convolution ap-
proximation yields a tight upper bound of the 1-CDF for the
end-to-end delay. Thus, we can obtain a good estimation of
the (1-�) quantile CTD from this mechanism with fewer op-
erations, compared with the conventional convolution. We
evaluated the performance of the proposed delay estimation
mechanism by simulation.
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