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Abstract

In this paper, we propose a new mechanism for counteracting ARP (Address Resolution Protocol) poisoning-based
Man-in-the-Middle (MITM) attacks in a subnet, where wired and wireless nodes can coexist. The key idea is that even
a new node can be protected from an ARP cache poisoning attack if the mapping between an IP and the corresponding
MAC addresses is resolved through fair voting among neighbor nodes under the condition that the number of good
nodes is larger than that of malicious nodes. Providing fairness in voting among the nodes that are heterogeneous in
terms of the processing capability and access medium is quite a challenge. We attempt to achieve fairness in voting
using the uniform transmission capability of Ethernet LAN cards and smaller medium access delays of Ethernet than
for wireless LAN. Although there is another scheme that resolves the same issue based on voting, i.e. MR-ARP, the
voting fairness is improved further by filtering the voting reply messages from the too-early responding nodes, and
the voting-related key parameters are determined analytically considering the fairness in voting. This paper shows
that fairness in voting can be achieved using the proposed approach, overcoming the limitations of other voting-
based schemes, and ARP poisoning-based MITM attacks can be mitigated in a more generalized environment through
experiments.

Keywords: Address Resolution Protocol (ARP), ARP cache poisoning, Man-in-the-Middle attack, voting, voting
fairness

1. Introduction

The Address Resolution Protocol (ARP) is used to
find the Media Access Control (MAC) address corre-
sponding to the IP address of a node in the same subnet
[1, 2]. The resolved address is kept temporarily in the
ARP cache to reduce the resolution time for subsequent
queries for the same IP address [3]. ARP poisoning
attack refers to the malicious behavior of registering a
false (IP, MAC) address mapping in the ARP cache of a
remote machine.

If the ARP poisoning attack is successful, the attacker
can eavesdrop in the communication between the other
nodes, modify the packet contents, and hijack the con-
nection. Furthermore, ARP cache poisoning can be
used to mount other types of attacks such as Denial of
Service (DoS) [4], Man-in-the-Middle (MITM) attacks
[5], and JavaScript insertion attack [6].
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Several attempts have been made to resolve the ARP
cache poisoning problem in a wired or wireless LAN
environment. Nevertheless, it is still not easy to find
a mechanism that can prevent ARP poisoning-based
MITM attacks in a practical environment where many
mobile nodes easily join and leave the considered sub-
net. Conventional approaches can be classified into two
categories depending on the need to upgrade the Ether-
net switches. Dynamic ARP Inspection (DAI) [7] corre-
sponds to an approach requiring the support of Ethernet
switches. DAI might prevent ARP poisoning, but this
requires manual configuration by network managers.
The wireless nodes connected via the same AP may
not be protected by DAI. The approaches that do not
require the support from Ethernet switches can be clas-
sified into two categories depending on the use of cryp-
tography. Antidote [8] employs a non-cryptographic ap-
proach, and attempts to prevent ARP cache poisoning
by contacting and giving a higher priority to the previ-
ous owner of a given IP address in the case of MAC
conflict. However, Antidote cannot prevent poisoning
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for a new IP address if a malicious ARP reply arrives
first [9].

S-ARP [9], a modified version of S-ARP [10],
and Ticket-based ARP (TARP) [11] are well-known
cryptography-based approaches. The central servers,
such as Authoritative Key Distributor (AKD) for S-ARP
and Local Ticket Agent (LTA) for TARP, might be sub-
ject to a single point of failure problem. Furthermore,
there is a cost of manual configuration to disseminate
the public key and the MAC address of the central server
to newly arriving hosts. This manual setting might not
be appropriate for the environment of Wi-Fi hot-spots
where the wireless nodes can enter and leave easily.

Philip [12] investigated an approach to prevent ARP
cache poisoning in wireless LAN by implementing the
defense mechanism in the AP. The AP constructs a list
of correct IP-to-MAC address mapping by monitoring
the DHCP ACK messages or referring to the DHCP
leases file, and blocks all the ARP packets with false
mapping based on the established list. However, this
approach can be effective only for the dynamic IP ad-
dresses allocated through DHCP, and cannot prevent the
ARP cache poisoning that occurs in the wired LAN. In
this paper, we attempt to protect the upgraded nodes
from ARP poisoning-based MITM attacks, regardless
of whether they are wired or wireless nodes.

Recently, Nam et al. [13] proposed an enhanced
version of ARP, called MR-ARP, to prevent ARP
poisoning-based MITM attacks in the Ethernet by em-
ploying the concept of voting. MR-ARP attempts to
determine the owner of a given IP address by giving
a higher priority to the previous owner in case of con-
flict on the MAC address of the owner. This is simi-
lar to the mechanism of Antidote. If an MR-ARP node
observes conflict on the owner of an IP address that
is not registered in its own ARP cache, the MR-ARP
node triggers voting on the owner of that IP address
among the neighbor nodes and makes a decision based
on the voting result. In this mechanism, it is important
to maintain fairness in voting among the different nodes
by having each of them send a similar number of votes.
MR-ARP achieves fairness among the wired nodes be-
cause the nodes connected to the same Ethernet have the
same transmission rate, and are likely to send a similar
number of packets during a common fixed interval. On
the other hand, MR-ARP might not guarantee fairness
in voting in a wireless LAN environment, because the
transmission rate may not be uniform among different
wireless nodes due to the traffic rate adaptation based
on the signal-to-noise ratio (SNR), i.e. Auto Rate Fall-
back (ARF) [14]. Nam et al. [15] attempted to resolve
the unfairness problem of MR-ARP in a wireless LAN

by incorporating computational puzzles [16–18] in the
voting procedure of another security-enhanced version
of ARP, EMR-ARP. On the other hand, EMR-ARP re-
quires the condition that the computation power of the
neighbor machines is no more than a factor of 2 differ-
ent, and this assumption may not be valid even among
the popular tablet machines.

Therefore, we investigate a new mechanism that can
prevent ARP poisoning-based MITM attacks with a re-
laxed assumption and less infrastructure upgrade over-
heads. The proposed scheme is also based on voting
among the neighbor nodes, and an attempt is made to
provide fairness in voting by relying on the uniform
transmission rate in the Ethernet, in a similar manner
to MR-ARP. However, the voting scheme is refined fur-
ther to provide fairness in voting in a more generalized
environment compared to other voting-based schemes,
i.e. MR-ARP and EMR-ARP. The contribution of this
paper can be summarized as follows:

• The proposed ARP scheme can be deployed by
upgrading the operating system, and the proposed
scheme can protect the upgraded machines from
ARP poisoning-based MITM attacks, even though
the computation power of different wired/wireless
machines is different by more than a factor of 2.

• The fairness in voting is improved compared to
MR-ARP by dropping too early reply packets. The
impact of the early packet filtering scheme on the
voting fairness is analytically investigated for an
example case.

• The voting traffic overhead of the proposed scheme
is lower than for other voting-based schemes, i.e.
MR-ARP and EMR-ARP.

• The voting related parameters, including the num-
ber of reply messages required for each neighbor
node, are determined analytically considering the
fairness in voting.

The proposed scheme also shares the following ad-
vantages with other voting-based schemes. The manual
setup or configuration is not required for the newly ar-
riving wired or wireless nodes, because the public key
cryptography is not required, and it is free from the sin-
gle point of failure problem due to the absence of a cen-
tralized server. This scheme is backward compatible
with existing ARP, and the infrastructure upgrade cost
is minimal, because it does not require the upgrade of
Ethernet switches or modification of DHCP.

The remainder of the paper is organized as follows.
In Section 2, the proposed mechanism to prevent ARP
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poisoning-based MITM attack is discussed in detail.
Section 3 determines the voting-related parameters ana-
lytically considering the fairness in voting. In Section 4,
an algorithm to discard too early reply packets is intro-
duced to improve the voting fairness, and the impact of
the early packet filtering algorithm on the voting fair-
ness is analyzed. In Section 5, the performance of the
proposed scheme is compared with that of other voting-
based schemes based on the analysis and experiment re-
sults. Finally, conclusions are reported in Section 6.

2. Voting-based Security Enhanced ARP

The voting-based MITM prevention mechanisms, i.e.
MR-ARP and EMR-ARP, usually require some assump-
tions for normal operation. The following two assump-
tions are needed for MR-ARP:

• Assumption 1: The number of the voting-cognizant
good nodes should be larger than that of the mali-
cious nodes in the same subnet.

• Assumption 2: All the voting-cognizant good
nodes and malicious nodes should be connected to
the subnet through a wire.

EMR-ARP requires the following two assumptions:

• Assumption 3: The number of the voting-cognizant
good nodes should be larger than that of the mali-
cious nodes in the same subnet.

• Assumption 4: The computation power of different
machines is no more than a factor of 2 different.

Assumption 1 for MR-ARP is identical to Assumption 3
for EMR-ARP. The main goal of this study is to develop
a new ARP protocol that can prevent ARP poisoning-
based MITM attacks with fewer assumptions compared
to MR-ARP or EMR-ARP. In more detail, we attempt
to drop Assumption 2 for MR-ARP and Assumption 4
for EMR-ARP, and devise a new ARP, i.e. Generalized
MR-ARP (GMR-ARP), under the following assump-
tion.

• Assumption 5: The number of the voting-cognizant
good nodes is larger than that of the malicious
nodes among the neighbor nodes in a wired net-
work.

At least one voting-cognizant good node is needed in
the wired network to satisfy the above condition, i.e.
Assumption 5. If an internal node wants to access the
external network, then the node needs to know the MAC

address of the gateway router, because the packets from
that node need to be delivered to the gateway router first.
Therefore, each internal node normally attempts to find
the MAC address of the gateway router repeatedly as
the timer for that entry expires in the ARP cache, and
the malicious node tends to launch MITM attacks be-
tween an internal node and the gateway router. Since
the voting-based MITM prevention schemes can protect
only the nodes whose ARP code is upgraded, we as-
sume that the new ARP code is deployed at the gateway
router to prevent the most prevalent types of MITM at-
tacks, i.e. between an internal node and gateway router,
in a subnet, and we consider that this is a reasonable
assumption.

The proposed MITM-resistant version of ARP, i.e.
GMR-ARP, follows the basic approach of MR-ARP
[13]. One of the key ideas is as follows. When Node A
knows the correct (IP, MAC) address mapping for Node
B, if Node A holds the mapping while B is alive, then
ARP poisoning on Node A and the MITM attack be-
tween A and B can be prevented.

MR-ARP and EMR-ARP use a long-term (IP, MAC)
mapping table to manage (IP, MAC) mapping for all the
machines alive in the same subnet. If a new MR-ARP
or EMR-ARP node attempts to find the MAC address
corresponding to each IP address in a given subnet, the
nodes in the same subnet might suffer from lower data
throughput for an extended time period while the new
node resolves the address mapping through voting. As
an example, EMR-ARP spends approximately one sec-
ond to find the owner of one IP address. If there are
60,000 nodes in a given /16 subnet, then a new EMR-
ARP node might need to spend approximately 60,000
seconds to find the MAC addresses of all the nodes.
The new MR-ARP/EMR-ARP node and other neigh-
bor nodes in the same subnet are likely to suffer from a
lower throughput during this time interval due to flood-
ing of the voting packets for MR-ARP, or processing
power consumed by cryptographic puzzles for EMR-
ARP. To overcome this voting overhead problem of both
MR-ARP and EMR-ARP, we let the new GMR-ARP
node fill the long-term table as much as possible with a
special voting procedure during the initialization stage.

Before describing the initialization stage, we discuss
the long-term (IP, MAC) mapping table in more detail.
Although MR-ARP and EMR-ARP attempts to main-
tain (IP, MAC) mapping for all alive machines in the
same subnet, GMR-ARP basically attempts to manage
(IP, MAC) mapping only for other GMR-ARP nodes be-
cause the goal of GMR-ARP is to protect the GMR-
ARP nodes from ARP cache poisoning or MITM at-
tacks. On the other hand, the IP address of non-GMR-
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ARP node can also be maintained in the long-term ta-
ble of a GMR-ARP node if the GMR-ARP node is in-
terested in that IP address. Three fields, IP, MAC, and
Timer TL, are allocated to each IP address registered in
the long-term table. The default value of the timer in
the long-term table is 60 minutes. To avoid losing the
mapping of (IPa, MACa) for an alive host after 60 min-
utes, we send new ARP request messages for IPa only to
MACa through unicasting to check if the MACa is alive.
In this case, 10 ARP request messages are sent at ran-
dom intervals with a mean of 10 msec. If at least one
ARP reply is returned, the mapping is registered in the
short-term ARP cache and the corresponding long-term
table timer is again set to 60 minutes. If no ARP reply
returns, then the mapping of (IPa, MACa) is considered
invalid and the corresponding entry is deleted from the
long-term table. Therefore, (IP, MAC) mapping can be
retained in the long-term table as long as the binding is
valid.

The MR-ARP or EMR-ARP node monitors every
ARP request message to find all machines alive in the
same subnet, and adds them to the long-term table. On
the other hand, a new GMR-ARP node attempts to find
all the other GMR-ARP nodes, and adds them to the
long-term table as early as possible during the initial-
ization stage to reduce the voting time overhead. The
initialization stage is described in more detail below.

2.1. Initialization Stage
The initialization procedure is performed only once

during the lifetime of a given machine. The initial-
ization stage consists of two steps. In the first step,
the rebooted or newly attached node advertises its own
IP/MAC mapping through a gratuitous ARP request
packet [19]. Each GMR-ARP node that receives the
gratuitous ARP packet examines whether the source IP
address of the received packet is registered in its own
long-term table. If it knows the received IP address, it
resolves the conflict by asking the previous owner of
that IP address and giving it priority. If the GMR-ARP
node does not know the received IP address, it just ne-
glects the received gratuitous packet. Fig. 1 summarizes
the task that is performed by the GMR-ARP node re-
ceiving a gratuitous ARP request packet. This first step
of the initialization stage is identical to that of EMR-
ARP [15]. This packet is sent first to update the (IP,
MAC) mapping for a given IP easily without the bur-
den of voting, particularly when the owner of a given IP
address changes legitimately through DHCP.

The second step has three goals. The first goal is to
ensure that the new GMR-ARP node can use the se-
lected IP address without problems. The second goal

/∗ (IPa, MACa): the sender protocol (IP) and hardware (MAC)
addresses of the received gratuitous ARP request packet ∗/

if((IPa, MACa) is registered in the long-term table){
register (IPa, MACa) in the short-term cache;
set the long-term table timer to 60 minutes;
}
else if(IPa is in the long-term table, but the registered MAC

is not MACa){
/∗ conflict on IP and MAC mapping ∗/
send 10 ARP requests to existing MAC through unicasting

at random intervals with an average of 10 msec;
if(at least one ARP reply arrives)

retain the existing (IP, MAC) mapping and drop the new one;
else

accept the new mapping;
The accepted mapping is registered in the short-term cache, too.
}

Figure 1: Short-term cache and long-term table update policy applied
on the arrival of gratuitous ARP request packets

is to find the existing GMR-ARP nodes in the same
subnet, and to register the IP addresses of the neigh-
bor GMR-ARP nodes in the long-term table only when
there is no conflict on those IP addresses. The third goal
is to register the address mapping for the new GMR-
ARP node in the long-term tables of the neighbor GMR-
ARP nodes.

The second step begins 1 sec after transmission of the
gratuitous ARP request packet. In the second step, the
rebooted or newly attached node sends a special voting
request packet for its own IP address to determine if the
selected IP address is used by other machines. The new
node can use the current IP address without problems,
if there is no voting reply packet, or the MAC address
of the voting node polls more than 50% of the votes. If
there is at least one reply packet and the MAC address
of the voting request node polls less than 50%, the node
relinquishes the current IP address and requests a new
IP address through the DHCP or manual configuration
with the help of a network administrator. Therefore, the
first goal is met by this procedure.

When other GMR-ARP nodes receive a special vot-
ing request message, if the (IP, MAC) mapping for the
selected IP address exists in the long-term table, the
neighbor nodes reply by broadcasting a single voting
reply message containing the mapping. If a neighbor
GMR-ARP node does not have (IP, MAC) mapping for
the selected IP address, the node replies by broadcasting
a voting reply message containing the mapping (IP, 0).
Although this mapping does not have any information
and is not counted in voting, the voting request node
can know the IP and MAC addresses of a neighbor node
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through this reply message.
Based on these voting reply messages, the voting re-

quest node calculates the ratio of votes supporting its
current (IP, MAC) address mapping, and also regis-
ters the (IP, MAC) mapping of the neighbor GMR-ARP
nodes in its own long-term table. The malicious nodes
might attempt to corrupt the long-term table by sending
reply messages with a spoofed IP or MAC address. If
the voting request node identifies a conflict on some IP
address due to IP or MAC spoofed packets by some ma-
licious node, the voting request node leaves the MAC
field corresponding to this IP address empty, and re-
solves the conflict later only when it needs to know the
MAC address for this IP address. Therefore, the sec-
ond goal of registering the obvious (IP, MAC) mapping
of the neighbor GMR-ARP nodes in the long-term table
can be achieved through this procedure.

The neighbor GMR-ARP nodes, which do not have
the (IP, MAC) mapping for the IP address selected by
the new GMR-ARP node in the long-term table, mon-
itor the reply packets from the other GMR-ARP nodes
for an interval of 1 sec. If they observe only the mapping
of (IP, 0), or the MAC address of the voting node polls
more than 50% of the votes excluding the votes with
the mapping of (IP, 0), then those neighbor GMR-ARP
nodes accept the sender protocol and sender hardware
address mapping of the special voting request packet
into the ARP cache and the long-term table. Otherwise,
the mapping is not registered in the long-term table of
the neighbor GMR-ARP nodes.

If we consider the subnet without any adversary
nodes, then we can easily find that all the existing GMR-
ARP nodes can accept the (IP, MAC) mapping of the
new GMR-ARP node into the long-term table through
the first and second steps of the initialization stage.
Therefore, the third goal can be achieved when there
is no adversary node. When there are adversary nodes,
the good neighbor nodes can learn the correct (IP, MAC)
mapping for the new GMR-ARP node through a voting
procedure, which will be described later. Fig. 2 sum-
marizes the way in which the GMR-ARP nodes process
a special voting request message that queries the MAC
address for the IP address of the voting request node.

Therefore, according to the initialization procedure
described above, when a GMR-ARP node sends the spe-
cial voting request packet after reboot or initial deploy-
ment, if only attackers reply with a false MAC address
for the queried IP address, the new node will attempt
to avoid the use of the IP address in conflict. Thus, the
fake replies from the malicious nodes are not likely to
be helpful in corrupting the ARP caches of the neigh-
bor nodes, particularly for the entry related to the new

/∗ (IPa, MACa): the sender protocol (IP) and hardware (MAC)
addresses of the received voting request packet,

IPg: the target protocol (IP) address of the received packet ∗/

if(IPg is registered in the long-term table){
reply by broadcasting the MAC address for IPg;
}
else{

reply by broadcasting the mapping of (IPg,0);
temporarily store the mapping of (IPa, MACa),

and monitor the replies from other GMR-ARP nodes for 1 sec;
if(only trivial mapping of (IPg,0), or MACa polls over 50%)

accept the new mapping in both short and long term tables;
else

drop the mapping;
}

Figure 2: Handling of the received special voting request packet
whose sender protocol (IP) address is equal to the target protocol (IP)
address

GMR-ARP node. On the other hand, if there is no fake
reply from the adversary nodes for the special voting
request, then all the normal GMR-ARP nodes will ac-
cept the mapping between the sender protocol address
and the sender hardware address of the special vot-
ing request packet by the algorithm in Fig. 2. Con-
sequently, the proposed initialization procedure can ef-
fectively protect the ARP cache of existing GMR-ARP
nodes from an ARP cache poisoning attack on the entry
for a new GMR-ARP node. The ARP cache of a new
GMR-ARP node is protected by the second step of the
initialization stage and the voting procedure described
in the next subsection.

2.2. Voting Scheme

When a new GMR-ARP node wants to know the
MAC address corresponding to an IP address that is
not its own long-term table after the initialization stage,
it basically resolves the mapping based on the normal
ARP procedure, i.e. based on the handshake of the ARP
request and ARP response messages. However, if the
new GMR-ARP node cannot make a decision due to
conflict on the mapping, the MAC address in conflict
can be resolved by the voting scheme.

Two more types of ARP packets are used, i.e. vot-
ing request and voting reply packets, as in MR-ARP
[13]. The packet format is the same as that of the ARP
request/reply packets. The operation field is set to 20
and 21 for the voting request and reply packets, respec-
tively. When Node A wants to find the correct MAC
address for the IP address of IPB, Node A broadcasts a
voting request with IPB in the target protocol address
field to query the neighbor GMR-ARP nodes about the
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(IP, MAC) mapping for that IP. If a neighbor GMR-ARP
node receives an ARP voting request for IPB, it replies
by unicasting l ARP voting replies with the (IP, MAC)
mapping for IPB to the voting request node at the maxi-
mum rate when it has mapping in the long-term table.

Node A then counts the number of votes from each IP
address of the neighbor nodes, and accepts the voting re-
ply messages until the number of the voting reply mes-
sages from the node responding the earliest reaches l.
All late reply messages are neglected. We consider only
the neighbor GMR-ARP nodes who have sent more than
or equal to ζl(0 < ζ < 1) voting reply messages in the
voting, and each of those nodes can contribute only one
vote, i.e. each GMR-ARP node can cast only one vote
by sending a sufficiently large number of voting reply
messages as soon as possible. After collecting a suffi-
cient number of the voting reply packets, Node A makes
a decision based on the majority of votes. The parame-
ters l and ζ need to be determined carefully for reliable
operation of the voting procedure, and this issue will be
discussed in more detail in the next section.

We attempt to achieve two goals by this mechanism.
The first goal is to achieve fairness in voting among
the wired nodes even with different processing power,
and another goal is to prevent node duplication attack
by some adversary nodes. Some malicious nodes might
attempt to send more than l voting reply messages while
spoofing IP or MAC addresses to increase the ratio
of the votes supporting their fake (IP, MAC) mapping,
which is called a node duplication attack. However, if
the voting reply packets are accepted according to the
above policy, it is possible to suppress the node dupli-
cation attack. How the proposed voting scheme can re-
solve the conflict on the owner of a given IP address
without vulnerability to a node duplication attack can
be explained as follows. The voting request node can be
either a wired node or a wireless node. These two cases
are considered separately as follows.

2.2.1. Case 1 - Wired voting request node
In this subsection, we consider the case where the

voting request node is connected to the subnet through
a wire. If all voting-cognizant nodes are wired ones, the
fairness can be guaranteed in the Ethernet for the fol-
lowing reason. Ethernet cards normally have the capa-
bility to send packets up to the link rate, and the Ethernet
switch serves the packets from different ports in a fair
manner. Therefore, each node is likely to send a similar
number of voting reply packets under this fairness con-
dition as long as every node is transmitting packets. The
fairness may not be maintained if any node finishes its
own transmission. Accordingly, the fairness might be

guaranteed if the voting reply packets are accepted only
until the earliest node completes its transmission. Un-
der the assumption that each node, even including the
malicious nodes, has only one network card, every node
will be treated fairly in this voting, and node duplication
attack is unlikely to be successful due to the fairness in
voting.

We can also consider the case where some of the
voting-cognizant nodes are connected through the wire-
less medium. The MAC access delay of a wireless node
in the 802.11 environment is known to be of the order
of tens of msec [20, 21]. On the other hand, it takes
only 6 and 0.6 msec to transmit 50 1500-Byte pack-
ets on a 100-Mbps and 1-Gbps Ethernet, respectively.
Therefore, in this case, the voting is likely to be termi-
nated by the wired nodes before the wireless nodes send
a sufficient number of voting reply messages, and the
voting result is highly likely to be determined only by
the wired nodes. A similar conclusion to the case where
the voting-cognizant nodes are all wired nodes can be
drawn.

2.2.2. Case 2 - Wireless voting request node
In this subsection, we consider the case where the

voting request node is a wireless node. Let us assume
that there are non-zero wireless voting-cognizant nodes
and non-zero wired voting-cognizant nodes. We as-
sume that the access point (AP) is connected to the Eth-
ernet through a wire. In this case, the wired voting-
cognizant nodes can receive the voting request message
almost as soon as the voting request message reaches
the AP because the transmission delay on the Ethernet
is negligibly small compared to the MAC access delay
in an 802.11 environment. However, the wireless nodes
can receive a voting request message after an additional
MAC access delay from the AP to the wireless nodes.
Therefore, the voting reply messages from the wired
nodes are likely to fill up the buffer in the AP earlier
than the packets from the wireless nodes. Consequently,
the voting result is likely to be determined by the wired
voting cognizant nodes again. The fairness without a
node duplication problem can be explained in the same
way as in the previous case, i.e. Case 1.

3. Analysis of Voting-related Parameters

As explained in the previous section, it is very impor-
tant to preserve the fairness among the wired nodes to
prevent a node duplication attack. In the voting scheme
described in the previous section, if l is too small, the
fairness may not be achieved among different wired
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nodes. Therefore, it is important to find and use a suffi-
ciently large number for l to achieve reasonable fairness
among the wired nodes in voting, and this problem is
investigated in detail in this section.

If ζ is less than or equal to 0.5, then the proposed
voting scheme might be vulnerable to a node duplica-
tion attack again. As an example, let us consider a case
where ζ is 0.5. If the voting request node observes 0.5l
voting reply messages from a neighbor node, then the
voting request node will approve one valid vote for the
neighbor node. In this case, a malicious node might at-
tempt to contribute two votes by sending two streams of
0.5l voting reply packets from two different (spoofed)
IP addresses. ζ needs to be maintained higher than 0.5
to reduce the possibility of this problem. In this work,
we consider two values, 0.6 and 0.7, for possible values
of ζ.

In the proposed voting scheme, each GMR-ARP node
sends l voting reply messages for each voting request
message, and the voting request node accepts voting re-
ply packets only until the number of the voting reply
messages reaches l for the earliest node. M denotes the
number of GMR-ARP nodes in the same subnet, and
Ki denotes the number of voting reply packets received
from Node i (1 ≤ i ≤ M). One voting experiment fin-
ishes when max1≤i≤M Ki = l, and there will be only one
node that satisfies the relation: K j = l. Z is a random
variable satisfying the relation: max1≤i≤M Ki = l = KZ .
We are interested in the probability that an arbitrary
neighbor node can contribute one valid vote for a given
value of l, which can be expressed as

Pvv(l, ζ) = Pr(K1 ≥ ζl|KZ = l). (1)

In the above equation, Node 1 was selected as a tagged
node without a loss of generality.

When the neighbor GMR-ARP nodes receive the vot-
ing request packet, they will send l voting reply packets
at the maximum rate, i.e. usually close to the link rate,
to the voting request node simultaneously. In this case,
the neighbor nodes naturally contend to access the vot-
ing request node, and this contention is usually resolved
fairly by the Ethernet switch [13]. To derive a mathe-
matical formula for (1), we model the medium access
attempt, to the voting request node, of each neighbor
node as an independent Bernoulli experiment. Let p′

denote the probability that a tagged node succeeds in
transmitting the head-of-line voting reply packet earlier
than the other M−1 nodes. Each node then has the same
medium access probability p′. Because

∑
1≤i≤M p′ = 1,

p′ = 1/M. By a similar reasoning, the following can

also be obtained:

Pr(Z = i) = 1/M, i = 1, 2, . . . ,M. (2)

Then, Pvv(l, ζ) can be expressed as (3). The detailed
derivation of this equation is given in Appendix A.

Although (3) is accurate under the assumption of the
i.i.d. medium access probability of each neighbor node,
the computational complexity is very high due to the
large number of combinations for the innermost sum-
mations, i.e. the number of the solutions for the inde-
terminate integer equations, in both the numerator and
the denominator. For example, the number of the non-
negative integer solutions for the following indetermi-
nate equations is

(
M+m−l−2

m−1

)
:

x1 + x2 + · · ·+ xM−1 = m− l, xi ≥ 0 (i = 1, 2, . . . ,M−1).

Although the number of solutions for the indeterminate
equation in (3) is less than for this case due to the upper
bound for each element, the number of possible com-
binations is still high at a similar level. We find that it
takes more than an hour to evaluate Pvv(l, ζ) for ζ = 0.7,
M ≥ 10 and l ≥ 50 on 1.3 GHz dual-core CPU ma-
chines.

Therefore, we investigate a new low-complexity ap-
proximation for Pvv(l, ζ) that can be used practically for
large values of M and l. Let Di(t) denote the number of
all voting reply packet transmissions from all the GMR-
ARP nodes until the tagged node i transmits the t-th re-
ply packet successfully. As Di(t) increases, the tagged
node i will spend more time sending the t-th reply mes-
sage successfully. Thus, Di(t) can also be considered to
measure the delay to deliver a given number of the reply
packets successfully. Pvv(l, ζ) can be expressed in terms
of Di(t) as

Pvv(l, ζ) = Pr(K1 ≥ ζl|Kz = l)
= Pr(D1(⌈ζl⌉) ≤ min

1≤i≤M
Di(l)).

(4)

If we assume that Di(t) and D j(s) are mutually indepen-
dent for i , j, then the following approximation result
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Pvv(l, ζ) =
1
M
+

M−1
M

l−1∑
i=⌈ζl⌉

(M−2)∗(l−1)+l+i∑
m=l+i

(
1
M

)m (
m−1
l−1

)(
m−l

i

) ∑
x2 + . . . + xM−1
= m−l −i,

0 ≤ xu ≤ l−1

∏
2≤ j≤M−1

(
m−l−i−∑2≤k< j xk

x j

)

(M−1)∗(l−1)+l∑
m=l

(
1
M

)m (
m−1
l−1

) ∑
x1 + . . . + xM−1 = m−l,
0 ≤ xu≤ l−1 (1≤u≤M−1)

∏
1≤ j≤M−1

(
m−l−∑1≤k< j xk

x j

) (3)

can be obtained:

Pvv(l, ζ) =
1
M
+

∞∑
i=l

[1−
i−1∑
j=l

(
j−1
l−1

) (
1
M

)l (
1− 1

M

) j−l


M−1

−

1−
i∑

j=l

(
j−1
l−1

) (
1
M

)l (
1− 1

M

) j−l


M−1 ]

×
i∑

k=⌈ζl⌉

(
k − 1
⌈ζl⌉−1

) (
1
M

)⌈ζl⌉ (
1 − 1

M

)k−⌈ζl⌉

×

1−
i−k∑

j=l−⌈ζl⌉

(
j−1

l−⌈ζl⌉−1

)(
1
M

)l−⌈ζl⌉(
1− 1

M

) j−(l−⌈ζl⌉)
 .

(5)

The detailed derivation of the above equation is given in
Appendix B.

Fig. 3 shows the change of the probability Pvv(l, ζ),
i.e. the probability that a neighbor GMR-ARP node can
contribute to the voting by sending a sufficient number
(ζl) of the voting reply packets, for a range of values
of M and l when ζ is fixed to 0.7. We can easily know
that the fairness improves as this probability increases.
The fairness cannot be guaranteed when l is very small
regardless of the value of M, i.e. the number of neighbor
GMR-ARP nodes. On the other hand, the probability
approaches 0.9 as l increases to 100. Thus, a reasonable
level of fairness might be achieved when the value of l
is set to 100.

Although the approximation result by (5) does not
agree with the accurate analysis result by (3), the error
was found to be less than 10% in all the cases, and less
than 5% when l ≥ 50. Therefore, the approximation
equation might be used to find the tendency of the prob-
ability for large values of l and M. The non-monotonic
trend of the probability Pvv(l, ζ) comes from the discon-
tinuity of ⌈ζl⌉.

A large value of l can lead to high voting traffic over-
heads during the voting period. Thus, it is better if the
value of l can be reduced further. Fig. 4 shows the
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Figure 3: Pvv(l, ζ) = Pr(K1 ≥ ζl|Kz = l) for various values of l and M
(ζ = 0.7)

change of the probability Pvv(l, ζ) for a smaller value
of ζ: ζ = 0.6 in this case. We find that the valid voting
probability approaches 0.9 even when l is around 50. If
the value of ζ is lowered further, the value of l might
be reduced. However, if ζ is lower than 0.5, the scheme
might be more vulnerable to the node duplication attack.
Therefore, we use 0.6 for the value of ζ hereafter, and
the value of l is fixed to 50.

The reason why we attempt to maintain the proba-
bility Pvv(l, ζ) = Pr(K1 ≥ ζl|Kz = l) at least around
0.9 can be explained as follows. Let us assume that
there are Ng good (GMR-ARP) nodes and Nb malicious
nodes around a new GMR-ARP node. Let N1 and N2 de-
note the number of the good nodes and bad nodes that
contribute to the voting successfully by sending a suf-
ficient number of voting reply packets. Let us assume
the probability that a neighbor node contributes to the
voting successfully is p, and the success of one node is
independent of the success of the other nodes. Then, p
is identical to Pvv(l, ζ) discussed above, and N1 and N2
become independent. Under this condition, we calcu-
late the probability that a voting request node makes an
incorrect decision, P f d. We can easily know that N1 and
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N2 have the following binomial distribution:

Pr(N1 = n) =
(
Ng

n

)
pn(1 − p)Ng−n,

Pr(N2 = s) =
(
Nb

s

)
ps(1 − p)Nb−s.

(6)

The false decision probability P f d can then be expressed
as

P f d = Pr(N1 < N2)

=

Nb−1∑
i=0

(
Ng

i

)
pi(1 − p)Ng−i

Nb∑
j=i+1

(
Nb

j

)
p j(1 − p)Nb− j.

(7)

Fig. 5 shows the false decision probability P f d when
Ng is larger than Nb by only 1. According to Fig. 5,
the false decision probability can be maintained at less
than 0.05 only when p ≥ 0.98. However, such a large
value of p is not required if Ng is sufficiently larger than
Nb, as shown in Fig. 6. Fig. 6 shows the false decision
probability as Nb increases for a given value of Ng when
p is fixed to 0.9. We can observe that the false deci-
sion probability can be maintained very low if Nb is not
close to Ng, even though p is 0.9. Therefore, although
the value of l is decided such that p or Pvv(l, ζ) is close
to 0.9, it is expected that the false decision probabil-
ity can be maintained low provided the number of good
GMR-ARP nodes is sufficiently larger than the number
of malicious nodes.

4. Early Packet Dropping to Improve the Fairness
of Voting

Although the packet transmission rate is uniform
among the different wired nodes belonging to the same

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.8  0.82  0.84  0.86  0.88  0.9  0.92  0.94  0.96  0.98  1
P

ro
ba

bi
lit

y

probability that a node successfully participates in a voting (p)

False decision probability

# of nodes = 21 (Good: 11, Bad: 10)

# of nodes = 41 (Good: 21, Bad: 20)

Figure 5: False decision probability (P f d) when the number of good
nodes (Ng) is larger than the number of malicious nodes (Nb) by 1

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0  2  4  6  8  10  12  14  16  18  20

P
ro

ba
bi

lit
y

# of adversary nodes

False decision probability (p = 0.9)

false decision prob. (# of good nodes = 21)

Figure 6: False decision probability (P f d) as the number of malicious
nodes (Nb) increases when the number of good nodes (Ng) is fixed to
21

9



 0

 1

 2

 3

 4

 5

 0  5  10  15  20  25  30  35  40  45  50

N

i (# of replies from the earliest replying node)

Number of the neighbor nodes participating in voting over time

(2 early responding nodes, and 2 late responding nodes)

average

a
i

Figure 7: Change of Nai over the various values of i, i.e. the number
of the voting reply messages from the earliest replying node

subnet, the voting reply messages of the different nodes
cannot arrive at the voting request node simultaneously
when the voting request packet has been sent. As a
worst case, if the voting reply packets of a single mali-
cious node arrive much earlier than the reply packets of
good neighbor nodes, then a single attacker might win
the voting even in the presence of multiple GMR-ARP
nodes. We attempt to recover the impaired fairness in
such a case by dropping the too early reply messages.

To derive the condition to determine the too early
packet arrival, we consider an example case where 3
GMR-ARP nodes and 2 attacker nodes are connected
through the Ethernet. We performed an experiment
where one GMR-ARP node sends a voting request mes-
sage, and each of the other 4 nodes responds by trans-
mitting 50 voting reply messages. ai(i = 1, 2, . . . , 50)
denotes the time when the i-th reply message of the ear-
liest replying node arrives at the voting request node.
The earliest replying node means the node that deliv-
ers the 50 reply messages to the voting request node the
earliest. Nt denotes the number of the neighbor nodes
that have sent at least one voting reply message up to
time t. Fig. 7 shows the change of Nai obtained from the
experiment.

In this experiment, the earliest replying node is one
of the attacker nodes, and two attacker nodes respond
much earlier than two GMR-ARP nodes. In more de-
tail, the replies from the GMR-ARP nodes arrived only
after the arrival of the 26-th reply packet of the earliest
attacker node, and the numbers of the reply messages
from the two GMR-ARP nodes were measured to be
less than 30. Because we fixed the values of l and ζ
to 50 and 0.6, respectively, those two GMR-ARP nodes
cannot contribute any valid vote to the voting, and the
early replying attacker can win the voting even without

the other attacker.
To resolve this unfairness problem by the difference

in the arrival times of the reply packets of the different
nodes, we discard too early reply packet arrivals in the
following way. The following three parameters are cal-
culated from Nai :

Nv =
1
l

l∑
i=1

Nai ,

I1
th = max

{
j |Na j ≤ Nv, j ≥ 1

}
,

Ith = min
{
I1
th, (1 − ζ)l

}
.

(8)

Nv is simply the average of Nai . We can easily know
that Nai is a non-decreasing function with respect to
i, and I1

th finds the crossing point between the graph,
y = g(i) = Nai , and the constant line y = Nv. The
arrivals ahead of that cross-point are considered as too
early arrivals, and those arrivals are discarded. To avoid
the case where most of the packet arrivals of the earliest
replying node are discarded, a lower bound Ith is cal-
culated by the third relation of (8), and the arrival time
of the (Ith + 1)-th packet of the earliest replying node is
set to the threshold to discriminate the too early arrivals.
In more detail, we only consider the voting reply pack-
ets which arrived in the interval of [aIth+1, al] as valid
arrivals. Then, the number of the valid voting packet
arrivals from the earliest replying node is guaranteed to
be at least ζl, i.e. 30 when ζ = 0.6 and l = 50.

In this case, the rule to count valid votes needs to
be modified slightly as follows. The maximum of the
valid replies from each node (l′) is calculated again af-
ter the too early arrivals are discarded. If the number
of replies from a specific node is equal to or larger than
ζl′, then that node contributes one valid vote. In the
above sample experiment, the numbers of the valid vot-
ing replies from the GMR-ARP nodes were 25 and 24,
and the numbers of the valid voting replies from the at-
tacker nodes were 49 and 50. When the above filtering
scheme was applied to this experiment result, the num-
bers of the valid replies for the GMR-ARP nodes did not
change because those replies arrived rather late. On the
other hand, the numbers of the valid replies for the at-
tackers decreased to 29 and 30, respectively. Therefore,
the above filtering, i.e. rejecting the too early arrivals,
helps to improve the fairness in this example case.

4.1. Analysis of the impact of the filtering scheme on
the voting fairness

In this subsection, we analyze the impact of the filter-
ing scheme on the voting fairness in more detail. When
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a voting request packet is transmitted, if all the other
GMR-ARP nodes start to respond simultaneously, the
filtering scheme explained above need not be applied
since the fairness is good already. Thus, we consider
the case where the response of the different neighbor
nodes is not synchronized in this subsection. In more
detail, the considered environment is described by the
following assumptions.
• The number of the neighbor GMR-ARP nodes ex-

cluding the voting request node is N, and all the
GMR-ARP nodes are connected through the same
Ethernet switch.

• The Ethernet switch serves the packets from each
GMR-ARP node in a fair manner, e.g. using
round-robin algorithm.

• When t∗i (1 ≤ i ≤ l) denotes the transmission time
of the i-th reply message of the earliest replying
node, the response start times, i.e. the transmis-
sion times of the first reply messages, of the other
neighbor nodes are uniformed distributed in [t∗1, t

∗
l ].

Ne is a random variable denoting the number of
neighbor nodes contributing a valid vote to the voting.
We attempt to measure the improvement in the voting
fairness based on E[Ne], since E[Ne] increases as the
fairness in voting improves.

If one neighbor node transmits the first reply message
at t (t∗1 ≤ t ≤ t∗l ), the number of replies that can arrive in
time from this node becomes ⌊(t∗l − t)/(t∗l − t∗1)× (l− 1)⌋,
or ⌊(t∗l − t)/(t∗l − t∗1) × (l − 1)⌋ + 1 under the above as-
sumptions. The earliest replying node can send l reply
messages, but the other nodes cannot send more than
l − 1 messages by the definition of the earliest reply-
ing node. To simplify the analysis, we approximate the
number of valid replies for this node as

K̂(t) =
t∗l − t
t∗l − t∗1

× (l − 1). (9)

We assume that Node 1 is the earliest replying node
among N neighbor GMR-ARP nodes without loss of
generality. When the packet filtering scheme is not
used, E[Ne] can be expressed as

E[Ne] = 1 +
N∑

i=2

1 × Pr(Ki ≥ ζl), (10)

where Ki is the number of voting reply packets received
from Node i (1 ≤ i ≤ N).

Under the uniform distribution assumption for the re-
sponse start time of the neighbor nodes, Pr(Ki ≥ ζl)(i ≥

2) can be expressed as follows using the approximation
of (9):

Pr(Ki ≥ ζ) =
∫ t∗l

t∗1

Pr(Ki ≥ ζl |t = τ)
1

t∗l − t∗1
dτ

≃
∫ t∗l

t∗1

Pr(K̂(t) ≥ ζl |t = τ) 1
t∗l − t∗1

dτ

= 1 −
(

l
l − 1

)
ζ.

(11)

Combining (10) and (11) yields

E[Ne] =
(
1 −

(
l

l − 1

)
ζ

)
N +

(
l

l − 1

)
ζ. (12)

Hereafter, we investigate Nv, I1
th, Ith of (8) in more

detail. E[Nv] can be expressed as

E[Nv] = E

1
l

l∑
i=1

Nai

 = 1
l

l∑
i=1

E[Nai ]. (13)

Since we assume that every node transmits the reply
packets at the link rate, we have

t∗i = t∗1 + (t∗l − t∗1) × i − 1
l − 1
. (14)

Since Nai is equivalent to the number of neighbor nodes
that started the response before the transmission of the
i-th reply packet from the earliest replying node, the dis-
tribution of Nai can be obtained as

Pr(Nai = j) =
(
n−1
j−1

) (
t∗i − t∗1
t∗l − t∗1

) j−1 (
t∗l − t∗i
t∗l − t∗1

)n− j

=

(
n−1
j−1

) (
i − 1
l − 1

) j−1 (
1 − i − 1

l − 1

)n− j

,

(15)

where the second equality is valid by (14). Since
E[Nai ] =

∑N
j=1 j · Pr(Nai = j), E[Nai ] can be expressed

as follows using the above relation:

E[Nai ] = 1 + (N − 1)
i − 1
l − 1
. (16)

Combining (13) and (16) yields

E[Nv] =
N + 1

2
. (17)

To simplify the analysis, we approximate Nv by (N +
1)/2.

E[I1
th] can be expressed as

E[I1
th] =

l∑
i=1

Pr(I1
th ≥ i). (18)
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Since Na j is a non-decreasing function with respect to j,
we can obtain from the definition of I1

th

Pr(I1
th < i) = Pr(max{ j |Na j ≤ Nv, j ≥ 1} < i)

= Pr(Nai > Nv).

Because of the approximation of Nv ≈ (N + 1)/2, the
above relation can be changed into

Pr(I1
th < i) ≃ Pr(Nai > (N + 1)/2). (19)

Combining (15), (18), and (19) yields

E[I1
th] = l−

l∑
i=1

∑
(N−1)/2<k≤N−1

(
N−1

k

) (
i−1
l−1

)k (
1− i−1

l−1

)(N−1)−k
.

It is possible to simplify the above relation further and
get the following results:

E[I1
th]=

 l
2 , for even N,
l
2+

1
2
∑l

i=1

(
N−1

(N−1)/2

) (
i−1
l−1

(
1− i−1

l−1

))(N−1)/2
, for odd N.

(20)
Thus, we find that E[I1

th] ≥ 0.5l. Since ζ is fixed to 0.6,
(1 − ζ)l = 0.4l, and it is likely that Ith = (1 − ζ)l by (8).

Then, the number of the valid reply messages from
the earliest replying node will be ζl, i.e. 30, by the
reason given below (8). Since too early packets are
dropped when the filtering scheme is used, l′, i.e. the
maximum of valid replies from each node, will be ζl. If
the number of the valid replies from a given GMR-ARP
node is equal to or larger than ζl′(= ζ × ζl = ζ2l), then
that node contributes one valid vote. If the number of
the replies from a specific node is less than l′, no packet
dropping is expected for that node, because the response
start time of that node is highly likely to be later than
a(1−ζ)l+1, i.e. the threshold for the early packet filtering.
If we let N f

e denote the number of the neighbor nodes
contributing a valid vote to the voting when the filtering
scheme is used, E[N f

e ] can be described as

E[N f
e ] = 1 +

N∑
i=2

1 × Pr(Ki ≥ ζ2l).

The following relation can be easily derived in the same
way as (12) has been derived for the non-filtering case:

E[N f
e ] =

(
1 −

(
l

l − 1

)
ζ2

)
N +

(
l

l − 1

)
ζ2.

When N = 10, E[Ne] = 4.5 and E[N f
e ] = 6.7. Thus, the

number of the contributing neighbor nodes increases by
about 49% due to the improvement in the fairness of
voting by the early packet filtering.

5. Numerical Results

In this section, we investigate the performance of the
proposed address resolution protocol, i.e. GMR-ARP,
and compare it with the performance of other voting-
based schemes, i.e. MR-ARP and EMR-ARP, in terms
of the voting traffic overhead, reliability in the presence
of the attackers, and voting procedure delay.

5.1. Analysis of Traffic Overhead

The traffic overhead of GMR-ARP is calculated and
compared with the traffic overhead of MR-ARP and
EMR-ARP. Because the traffic overhead of the voting-
based scheme is due to the exchange of extra packets
during the initialization procedure and the exchange of
the voting request and reply packets during the voting
procedure, we focus on those components to analyze the
additional traffic overhead.

We consider a simple case with several assumptions
to simplify the analysis. The IP addresses are as-
sumed to be allocated through DHCP for all nodes in
the same subnet. We assume that there are M GMR-
ARP nodes, and Ai(i = 1, 2, . . . ,M) denotes the i-th
GMR-ARP node. Initially, Ai has the IP address of
IPi(i = 1, 2, . . . ,M) assigned through DHCP, and we
assume that each node changes its IP address in the fol-
lowing manner. Whenever a node is rebooted, a new
IP address is assigned to the rebooted machine, and
that IP address is selected from a pool of IP addresses,
{IP1, IP2, . . . , IPM+1}. We also assume that the reboot-
ing time of one machine never overlap with that of the
other machines, and the rebooting time is negligibly
small compared to the lifetime of each machine. We as-
sume that each machine is rebooted at the same interval
of TD, but asynchronously. In addition, it is assumed
that there is no attacker in the subnet to focus on the
traffic overhead under normal conditions.

Let us consider the case where Node AM−1 changes
its IP address from IPM−1 to IPM after AM changes its
IP address from IPM to IPM+1 to calculate the voting
procedure-related traffic rate to Node AM−1. The initial-
ization stage of GMR-ARP consists of two steps: the
first step is related to the gratuitous ARP request mes-
sage, and the second step is related to the special voting
request message. We first count the number of packets
that Node AM−1 receives regarding the first step. AM−1
receives (M− 1) gratuitous ARP request messages from
the other (M − 1) GMR-ARP nodes, i.e. one gratuitous
ARP request message from each rebooted GMR-ARP
node. AM−1 will send 10 unicast ARP request messages
to the previous owner node whenever an existing IP is
assigned to a newly rebooted node, but, there will be no
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reply if the owner of the IP address is changed legiti-
mately by the DHCP. On the other hand, when the IP
address that has been used by AM−1, i.e. IPM−1, is as-
signed to some other node, e.g. AM−2, then each neigh-
bor GMR-ARP node will send 10 unicast ARP request
messages to AM−1 as AM−1 was the previous owner of
IPM−1. Because there are (M − 1) neighbor GMR-ARP
nodes, the aggregate number of unicast ARP requests
destined to AM−1 is 10(M − 1). Therefore, the number
of packets that Node AM−1 receives regarding the first
step is 11(M − 1) ARP request messages.

Regarding the second step of the initialization stage,
AM−1 receives (M − 1) voting reply messages for the
special voting message sent by the node itself. AM−1
also receives (M − 1) special voting request messages,
i.e. one special voting request from each rebooted ma-
chine, and (M − 2)(M − 1) voting reply messages, i.e.
(M − 2) voting reply messages for each special voting
request message. Because the voting request and re-
ply messages have the same format as the ARP request
message in GMR-ARP, the mean overhead traffic rate to
Node AM−1 can be expressed as

rGMR-ARP
A =

{11(M − 1) + M(M − 1)} × 28 × 8(bits)
TD(sec)

=
0.224(M + 11)(M − 1)

TD
Kbps.

(21)

Although GMR-ARP attempts to maintain the (IP,
MAC) mapping only for the GMR-ARP nodes, MR-
ARP and EMR-ARP maintain the (IP, MAC) address
mapping for all alive machines. If L denotes the to-
tal number of alive machines in the subnet considered,
then L ≥ M, and the voting-related traffic overhead
rMR−ARP

A and rEMR−ARP
A for MR-ARP and EMR-ARP, re-

spectively, are known as [15]:

rMR-ARP
A =

11.4(L − 1)(M − 1)
TD

Kbps. (22)

rEMR-ARP
A =

{1.15L + 0.48(M − 2)} (M − 1)
TD

Kbps,

(23)
A comparison of (21), (22) and (23) shows that the

voting traffic overhead of GMR-ARP is lower than the
traffic overhead of MR-ARP or EMR-ARP when M ≥
3. The gap between the overhead of GMR-ARP and that
of MR-ARP or EMR-ARP decreases as L approaches
M. Thus, let us consider the case where L = M. In this
case, if we compare the overhead of those three schemes

as M increases, then we can obtain

lim
M→∞

rMR-ARP
A

rGMR-ARP
A

=
11.4
0.224

= 50.9,

lim
M→∞

rEMR-ARP
A

rGMR-ARP
A

=
1.63
0.224

= 7.3.

Therefore, the voting traffic overhead is reduced
in GMR-ARP compared to the other voting-based
schemes.

5.2. Analysis of Reliability of the Proposed Scheme

In this section, we evaluate the reliability of the three
voting-based schemes, i.e. the proposed GMR-ARP,
EMR-ARP and MR-ARP, through the metric of the
false decision probability. In the voting-based ARP
scheme, the voting procedure is triggered when a con-
flict occurs on the (IP, MAC) address mapping by the
fake voting reply of an attacker. In this case, if the vot-
ing request node selects an incorrect MAC address for a
given IP address, the voting request node is considered
to have made a false decision 1.

GMR-ARP, EMR-ARP and MR-ARP were imple-
mented by modifying the ARP-related code of Fedora
9 Linux (kernel 2.6.25). EMR-ARP can work reliably
only under the assumption that the computation power
of different machines is not significantly different, i.e.
no more than by a factor of 2 [15]. To test the perfor-
mance of GMR-ARP when this assumption is not valid,
we use the machines with a higher CPU performance,
i.e. 2.66 GHz quad-core PCs, for the attacker nodes,
and the machines with a lower CPU performance, 1.4
GHz Intel Celeron CPU netbooks, for the good neigh-
bor nodes. The quad-core machines were used for the
gateway router and the voting request node. The gate-
way router is always connected to the Ethernet through a
100 Mbps LAN card and LAN switch. Other machines
can be connected to the same subnet through either a
100 Mbps LAN card, or a USB-type wireless LAN card
supporting 802.11n.

To investigate if the proposed scheme, i.e. GMR-
ARP, overcomes the limitation of the existing voting-
based ARP schemes, i.e. EMR-ARP and MR-ARP, we
consider the four scenarios described in Table 1. In the
table, the number of good nodes implies the number
of good neighbor GMR-ARP, EMR-ARP, or MR-ARP
nodes that can understand and react to the voting request

1If the voting request node cannot make a decision due to the same
number of votes supporting either the correct MAC address or the fake
MAC address, then this case is not considered as a false decision.
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messages. The number of good wired nodes is at least
one in every scenario, because it was assumed that the
new ARP code is deployed to the gateway router already
in Section 2.

In Scenario 1, there is no wireless node. The num-
ber of good wired nodes is fixed to 6, and the number
of malicious nodes is changed from 1 to 5. The vot-
ing request node is connected to the subnet through a
100 Mbps LAN card. The assumption for MR-ARP
described in Section 2 is valid in this case. On the
other hand, the assumption for EMR-ARP described in
Section 2 is not valid in this and subsequent scenarios
because the puzzle computation time on a high perfor-
mance CPU machine is less than half of the computation
time on a low performance CPU machine. In Scenario
2, there is only one wired good node, i.e. the gateway
router, and there are 5 wireless good nodes. The attack-
ers are connected to the subnet only through a wireless
link, and the number of the attackers changes from 1 to
5. The voting request node is connected to the subnet
through a wireless link. The assumptions for MR-ARP
are not satisfied in this scenario. In Scenario 3, there
is only one good neighbor node, that is connected to
the subnet through a wire. The number of the wireless
attackers changes from 1 to 5, and the voting request
node is connected to the subnet through a wireless link.
The assumptions for MR-ARP are invalid. We consider
Scenario 4 to investigate the case where the attackers at-
tempt to increase their impact on the voting by running
multiple virtual machines (VMs) on each physical ma-
chine (PM). In Scenario 4, all the nodes are wired nodes,
which is similar to the case of Scenario 1. We use quad-
core machines for the malicious nodes, and the number
of VMs on each malicious node is limited to the number
of cores, i.e. 4. The number of VMs on the malicious
nodes changes from 1 to 8 with two PMs for the mali-
cious nodes. The number of good wired nodes is fixed
to 6. Although the netbook machines are used for the
good nodes in the scenarios 1, 2, and 3, 2.33 GHz dual-
core machines are used for the good nodes in Scenario
4 to get rid of the effect by huge difference among CPU
performance of different machines for the EMR-ARP
scheme.

Fig. 8 compares the false decision probabilities of
GMR-ARP, EMR-ARP, and MR-ARP for Scenario 1.
The experiment was run 25 times for each value of the
number of the attackers. We find that the false deci-
sion probability is maintained at zero for GMR-ARP.
On the other hand, the probability increases up to 1.0
for both EMR-ARP and MR-ARP as the number of at-
tackers increases. As discussed previously, the assump-
tions for EMR-ARP are not valid in this scenario due

Table 1: Test scenarios to evaluate the performance of GMR-ARP,
EMR-ARP, and MR-ARP

Scenario # of good # of good # of bad # of bad
wired nodes wireless nodes wired nodes wireless nodes

1 6 0 1 − 5 0
2 1 5 0 1 − 5
3 1 0 0 1 − 5
4 6 0 1 − 8 VMs∗ 0

(1 − 2 PMs)
(∗ VM: Virtual Machine, PM: Physical Machine)

to the difference between the computation power of the
good nodes, i.e. netbook machines, and that of the ma-
licious nodes, i.e. quad-core PCs. If the response time
of the earliest responding node is t1, the voting request
node waits only up to 2t1 from the voting request trans-
mission time, and makes a decision based on the replies
that arrived on time. The CPUs of the attacker nodes
have a similar performance to that of the voting request
node. However, the CPUs of the good neighbor nodes,
i.e. netbook machines, have much lower performance
than of the attacker nodes. The replies from the good
neighbor nodes do not arrive within the deadline of 2t1,
and thus, the good neighbor nodes cannot contribute to
voting except the gateway router.

The assumptions for MR-ARP are valid in this case.
However, the false decision probability increases to 1.0
for MR-ARP. We find that the voting replies from the
bad machines begin to arrive at the voting request node
much earlier than those from the good machines. Al-
though the number of good nodes is 6 in this sce-
nario, the number of replies arriving early from the
bad machines were sufficient to reverse the decision
when the number of attackers is 4 or more. The GMR-
ARP scheme discards the reply messages arriving too
early according to the algorithm described in Section 4.
Therefore, there was no problem due to the early arrival
of replies from the attackers.

Fig. 9 compares the false decision probabilities of
GMR-ARP, EMR-ARP, and MR-ARP for Scenario 2.
The trends for GMR-ARP and EMR-ARP are similar to
those observed in Scenario 1, i.e. in Fig. 8. Although
the total number of good nodes is larger than that of
bad nodes, EMR-ARP does not work well because the
replies from the bad machines arrive much earlier than
those from the good neighbor nodes due to the higher
performance CPU. In Scenario 2, the voting request
node is a wireless node. If Tw represents an average
packet delay on a wireless link, the gateway router can
receive the voting request message only after Tw from
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Figure 8: Comparison of the false decision probabilities of GMR-
ARP, EMR-ARP, and MR-ARP for Scenario 1

the time when the voting request node attempts to send
the voting request message. On the other hand, other
wireless neighbor nodes can receive the voting request
message only after 2Tw on average. Because the gate-
way router is connected to the subnet through a wire, the
voting reply packets from the gateway router are likely
to fill up the buffer in the AP(Access Point) much ear-
lier than the packets from the other wireless neighbor
nodes. Because the replies from the gateway router ar-
rives at the voting request node much earlier than the
replies from the other nodes, GMR-ARP can make a
correct decision early based only on the replies from the
gateway router. Therefore, the false decision probabil-
ity remains low for GMR-ARP, even though the number
of attackers increases.

On the other hand, the voting request node needs to
wait until it collects 120 messages before making a de-
cision in the MR-ARP. Fifty of them will be the replies
from the gateway router. On the other hand, we find
that the total number of replies from the attackers some-
times exceeds the total number of replies from the good
nodes because the numbers of replies from the differ-
ent wireless nodes are not always uniform because of
the short-term unfairness of IEEE 802.11 MAC proto-
col [22–24]. This is the reason for the non-zero false
decision probabilities for MR-ARP.

Fig. 10 compares the false decision probabilities of
GMR-ARP, EMR-ARP, and MR-ARP for Scenario 3,
and the behavior of GMR-ARP and EMR-ARP can be
explained in the same manner as that for Fig. 9. How-
ever, MR-ARP shows the worst performance among all
the scenarios. The reason can be explained as follows.
The voting request node needs to wait until it collects
120 voting reply messages in MR-ARP. The gateway

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1  2  3  4  5

P
ro

ba
bi

lit
y

# of attacker nodes

False Decision Probability

GMR-ARP
EMR-ARP

MR-ARP

Figure 9: Comparison of the false decision probabilities of GMR-
ARP, EMR-ARP, and MR-ARP for Scenario 2
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Figure 10: Comparison of the false decision probabilities of GMR-
ARP, EMR-ARP, and MR-ARP for Scenario 3

router, however, is the only good node, and it will send
only 50 voting reply messages. In our experiment, we
assume that the attacker does not follow the rule pre-
cisely and might send more than 50 reply packets for
his/her benefit. Although there is only 1 attacker, the
attacker sends more than 50 messages, 120 messages in
the current experiment. Therefore, the attackers always
win the voting in Scenario 3. On the other hand, there
was no such problem in GMR-ARP, because the voting
request node refused to accept any more packets if there
is any node that has sent 50 messages. In this case, the
gateway router is the earliest replying node. Hence, the
voting request node makes a correct decision based on
the replies from the gateway router.

Fig. 11 compares the false decision probabilities of
GMR-ARP, EMR-ARP, and MR-ARP for Scenario 4.
In this scenario, all the nodes are connected to the sub-
net through wire, which is similar to the case of Sce-
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Figure 11: Comparison of the false decision probabilities of GMR-
ARP, EMR-ARP, and MR-ARP for Scenario 4

nario 1. Although the netbook machines were used for
the good neighbor nodes in the scenarios 1, 2, and 3, we
use dual-core CPU machines for the good nodes in this
scenario to exclude the effect of low performance CPU
on the performance of EMR-ARP. We use two PMs for
the malicious nodes, and each of them has a quad-core
CPU and runs up to four VMs to increase its own im-
pact on the voting. We find that GMR-ARP and MR-
ARP have zero false decision probabilities. Although
there are four VMs on each PM, all those VMs share the
same network card. Thus, the total number of voting re-
ply messages sent by each PM cannot be increased sig-
nificantly compared to the case of no VMs on each PM.
The number of network cards or PMs is more important
than the number of VMs for GMR-ARP and EMR-ARP.

On the other hand, EMR-ARP suffers from high
false decision probability when the number of malicious
VMs exceeds the number of good nodes. We find that
four cores provides sufficient computation power to four
VMs on average so that each VM can provide a valid
vote after solving the corresponding puzzle. Although
the number of valid votes from the good nodes is fixed
6, which is the number of good nodes, the number of
valid votes from the malicious nodes can reach up to 8,
which is the maximum number of malicious VMs par-
ticipating in voting. The false decision probability in-
creases to 1 when the number of malicious VMs exceed
6, especially for EMR-ARP. Thus, EMR-ARP cannot
distinguish a VM with a sufficient computation power
from a PM with no VM.

We consider one more scenario to investigate the
scalability of the proposed scheme, i.e. GMR-ARP. It
is not easy to recruit hundreds or thousands of physi-
cal machines to test the performance of GMR-ARP in a

Ethernet Switch #1

Ethernet Switch #2 voting 
request node

#1 #2 #3 #4 #5

#6 #7 #8 #9 #10

GMR-ARP nodes

GMR-ARP nodes

Figure 12: Example network topology to investigate the scalability of
GMR-ARP

large-scale subnet. However, it is possible to infer how
GMR-ARP will work in a large-scale subnet using mul-
tiple LAN switches and a limited number of machines.
Fig. 12 describes the test environment considered to in-
vestigate the scalability of GMR-ARP. In Fig. 12, all the
nodes are GMR-ARP nodes, and the five upper nodes
from 1 to 5 are connected to the voting request node
through only one Ethernet switch, and these nodes are
referred to as close neighbor nodes. On the other hands,
five lower nodes from 6 to 10 are two switches away
from the voting request node, and they are referred to as
far neighbor nodes. We use netbook machines for the
close nodes, and quad-core CPU machines for the far
nodes. The number of close nodes is fixed to 5, and the
number of far nodes is changed from 1 to 5.

Fig. 13 shows the number of the valid voting reply
messages from each neighbor node obtained under the
condition of Fig. 12. The numbers of the far neighbor
nodes are 1, 3, and 5 in Figs. 13(a), 13(b), and 13(c),
respectively. From Fig. 13(a), 13(b), and 13(c), we find
the number of the valid voting replies from the close
nodes remains stable when the number of far nodes in-
creases. On the other hand, the number of the valid
voting replies from the far nodes decreases significantly
as the number of far nodes increases. This can be ex-
plained as follows. In Fig. 12, all the close nodes and
the voting request node are connected through the same
switch, i.e. Ethernet switch #1, with a dedicated port for
each node. However, the far nodes share a single port
of Ethernet switch #1 to get connected to the voting re-
quest node. Since Ethernet switches serve their ports in
a fair manner, the service rate of Ethernet switch #1 for
each far node tends to decrease inversely proportional
to the number of the far nodes sharing the same port.
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Thus, the number of the valid voting replies from each
far node decreases as the number of far nodes increases.
From this experiment, we find that the voting process
gets more dependent on the close neighbor nodes as
the number of far nodes increases. Thus, GMR-ARP is
likely to prevent ARP poisoning-based MITM attacks
even in a large-scale subnet as far as Assumption 5 of
Section 2 is valid among the close neighbor nodes.

5.3. Analysis of Voting Procedure Delay
In this subsection, we compare the voting procedure

delays of GMR-ARP, EMR-ARP, and MR-ARP for the
four scenarios described in Table 1. The voting proce-
dure delay means the duration of the time interval from
the voting request transmission time to the time when
the voting decision is made.

Fig. 14 shows the comparison results for Scenario 1.
The voting procedure delay is highest for the EMR-ARP
scheme because the iteration number m, which deter-
mines the complexity of the puzzle, is determined to
maintain the puzzle computation time at the voting re-
quest node close to 450 ms. In the experiment, it took
approximately 400 ms for the fastest machine to resolve
the puzzle. If the response time of the earliest respond-
ing node is t1, the voting request node waits only up
to 2t1 from the voting request transmission time, and
makes a decision based on the replies arrived in time.
Therefore, it takes approximately 800 ms or more un-
til the voting request node makes a decision in the case
of the EMR-ARP scheme. The voting procedure delay
increases slightly as the number of attackers increases,
because the voting request node needs to spend more
time to check the validity of more puzzle answers. On
the other hand, GMR-ARP and MR-ARP spends much
less time in the voting procedure, because the computa-
tional puzzle is not used in those schemes.

The voting procedure delays were measured to be less
than 4 ms for both GMR-ARP and MR-ARP. The voting
procedure delay was smallest for MR-ARP. In the case
of MR-ARP, the voting request node makes a decision
only after collecting 120 voting reply messages. How-
ever, the EMR-ARP voting request node waits until the
number of the voting reply messages reaches 50 for at
least one node. In Scenario 1, there are 6 good nodes
connected to the subnet through a wire. If those nodes
send the reply messages at a similar rate, then the voting
request node might need to wait until it receives approx-
imately 300 reply messages from the neighbor nodes.
Therefore, GMR-ARP spends slightly more time than
MR-ARP in Scenario 1.

Fig. 15 shows the comparison results for Scenario 2.
If we compare Fig. 15 with Fig. 14, then we find that

 0

 5

 10

 15

 20

 25

 30

 35

 40

 1  2  3  4  5  6  7  8  9  10

# 
of

 v
al

id
 v

ot
in

g 
re

pl
y 

m
es

sa
ge

s 
fr

om
 e

ac
h 

no
de

Neighbor Node id

Scalability test (# of close GMR-ARP nodes = 5, # of far GMR-ARP nodes = 1)

threshold for a valid vote

close neighbor nodes far neighbor nodes

(a) # of close neighbor nodes is 5, and # of far neighbor nodes is
1

 0

 5

 10

 15

 20

 25

 30

 35

 40

 1  2  3  4  5  6  7  8  9  10

# 
of

 v
al

id
 v

ot
in

g 
re

pl
y 

m
es

sa
ge

s 
fr

om
 e

ac
h 

no
de

Neighbor Node id

Scalability test (# of close GMR-ARP nodes = 5, # of far GMR-ARP nodes = 3)

close neighbor nodes far neighbor nodes

threshold for a valid vote

(b) # of close neighbor nodes is 5, and # of far neighbor nodes is
3

 0

 5

 10

 15

 20

 25

 30

 35

 40

 1  2  3  4  5  6  7  8  9  10

# 
of

 v
al

id
 v

ot
in

g 
re

pl
y 

m
es

sa
ge

s 
fr

om
 e

ac
h 

no
de

Neighbor Node id

Scalability test (# of close GMR-ARP nodes = 5, # of far GMR-ARP nodes = 5)

close neighbor nodes far neighbor nodes

threshold for a valid vote

(c) # of close neighbor nodes is 5, and # of far neighbor nodes is
5

Figure 13: Comparison of the number of valid voting reply messages
from the close neighbor nodes and that from the far neighbor nodes
under the GMR-ARP scheme
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EMR-ARP, and MR-ARP for Scenario 1

the voting procedure delay has increased significantly
for MR-ARP, and the delay increased slightly for GMR-
ARP. On the other hand, the voting delay for EMR-ARP
did not change significantly, since the delay was deter-
mined dominantly by the puzzle computation time at
the neighbor node with a high performance CPU. The
increase in delay for MR-ARP can be explained as fol-
lows. In Scenario 1, the voting request node was a wired
node, and made a decision after collecting 120 reply
messages from the wired neighbor nodes. On the other
hand, in Scenario 2, all the nodes were wireless nodes
with the exception of the gateway router. Therefore, it
took much longer time for the voting request node to
collect 120 reply messages due to the MAC layer access
delay on the wireless link [21].

In the case of GMR-ARP, the voting request node did
not need to collect 120 reply messages. In Scenario 2,
there was only one wired node, the gateway router, and
the voting replies from the gateway router arrived much
earlier than the voting replies from the other wireless
nodes for the reason given in the previous subsection.
Because the voting request node can make a decision
based only on the 50 replies from the gateway router,
the voting procedure delay is small for GMR-ARP com-
pared to the other voting-based schemes.

Fig. 16 shows the comparison results for Scenario 3.
The trend was similar to the case of Scenario 2 in Fig. 15
for all the schemes because the environment was simi-
lar, i.e. the voting request node and all the neighbor
nodes are wireless nodes except for the gateway router.

Fig. 17 compares the voting procedure delays of
GMR-ARP, EMR-ARP, and MR-ARP for Scenario 4.
We find that the trend is very similar to the case of Sce-
nario 1, i.e. Fig. 14. All the nodes are wired nodes in
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Figure 15: Comparison of the voting procedure delays of GMR-ARP,
EMR-ARP, and MR-ARP for Scenario 2
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Figure 16: Comparison of the voting procedure delays of GMR-ARP,
EMR-ARP, and MR-ARP for Scenario 3

both scenarios, and the numbers of the neighbor nodes
participating in voting are close to each other. Thus, the
voting procedure delays are measured similar in those
scenarios for each of the three voting-based schemes.

6. Conclusions

This paper proposed, a new version of Address Res-
olution Protocol (ARP), GMR-ARP, to prevent ARP
cache poisoning-based MITM attacks. GMR-ARP at-
tempts to protect the ARP cache of the upgraded ma-
chines based on the collaboration among them. The
conflict on the mapping between IP and MAC addresses
was resolved using a voting method. There are some
other voting-based schemes, i.e. EMR-ARP and MR-
ARP. However, the voting scheme was refined further
to overcome the limitation of the other voting-based
schemes. Especially, the number of voting reply mes-
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sages required for each neighbor node was determined
analytically considering the fairness among the different
nodes.

EMR-ARP might not work reliably when the compu-
tation power of the neighbor machines is significantly
different from each other. On the other hand, GMR-
ARP circumvents this limitation by avoiding the use of
a computational puzzle. In contrast to MR-ARP, GMR-
ARP can protect upgraded machines when the wired
nodes and wireless nodes coexist in the same subnet.
GMR-ARP improves the fairness in voting compared to
MR-ARP by partially dropping the voting reply mes-
sages from the too-early replying nodes. The analysis
and experimental results show that GMR-ARP can pro-
tect the ARP cache of the upgraded machines from the
ARP cache poisoning attack effectively with less traf-
fic overhead compared to EMR-ARP or MR-ARP pro-
vided the number of the good machines is larger than the
number of the malicious machines in the wired network.
Therefore, if this condition is satisfied, GMR-ARP can
protect the ARP cache of the upgraded machines, even
though the attackers outnumber the good nodes in the
wireless network.

The proposed mechanism is not based on public-key
cryptography, and the manual configuration, such as
distribution of the public key and the MAC address of
the centralized key management server, is not required.
Therefore, the proposed scheme can efficiently mitigate
ARP poisoning-based MITM attacks, even in public
Wi-Fi hot-spots.

Appendix A. Derivation of (3)

To derive (3), we first investigate the probability
Pr(K1 = t|KZ = l). Assuming that the event of Z = i

is independent of the event Kz = l, we can obtain from
(2)

Pr(Z = i|KZ = l) = Pr(Z = i) = 1/M.

The following can be obtained from the above relation:

Pr(K1 = t|KZ = l) =
M∑

i=1

Pr(K1 = t,Z = i|KZ = l)

=

M∑
i=1

Pr(K1 = t|Z = i,KZ = l) Pr(Z = i|KZ = l)

=
1
M

M∑
i=1

Pr(K1 = t|Z = i,KZ = l).

(A.1)

We first consider the case where t = l. In this case,
Pr(K1 = t|Z = i,KZ = l) = 0, for i , 1, and Pr(K1 =

t|Z = 1,KZ = l) = 1. Therefore, the following can be
obtained from (A.1)

Pr(K1 = t|KZ = l) = 1/M, for t = l. (A.2)

We now consider the case where t < l. We can easily
know that Pr(K1 = t|Z = i,KZ = l) = 0 for i = 1, and
Pr(K1 = t|Z = i,KZ = l) = Pr(K1 = t|Z = j,KZ = l) for
i , j (i > 1, j > 1). Thus, we can obtain the following
relation from (A.1):

Pr(K1 = t|KZ = l) =
M−1

M
Pr(K1 = t|Z = M,KZ = l)

=
M−1

M
Pr(K1 = t, Z = M,KZ = l)

Pr(Z = M,KZ = l)
,

for t < l.
(A.3)

When KZ = l,
∑M

i=1 Ki can have any value in the range
of [l, (M − 1)(l − 1) + l]. Thus, we have

Pr(Z = M,KZ = l) =
(M−1)(l−1)+l∑

m=l

Pr(Z = M,KZ = l,
M∑

i=1

Ki = m).

(A.4)

The probability Pr(Z = M,KZ = l,
∑M

i=1 Ki = m) can
be calculated by considering all the possible combina-
tions of voting reply messages from each neighbor node.
When we calculate Pr(Z = M,KZ = l,

∑M
i=1 Ki = m), the

number of the voting reply messages from Node M is
l, and we let xi denote the number of the voting reply
messages from Node i (1 ≤ i ≤ M − 1). Then, xi should
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be less than l because Node M replies the earliest in this
case, and we can obtain the following relation:

Pr(Z = M,KZ = l,
M∑

i=1

Ki = m) =

∑
x1 + . . . + xM−1 = m−l,
0 ≤ xi ≤ l−1

(
m−1
l−1

)(
1
M

)l−1(m−l
x1

)(
1
M

)x1

×
(
m−l −x1

x2

)(
1
M

)x2

× · · ·

×
(
m−l −x1 − · · · − xM−2

xM−1

)(
1
M

)xM−1

·
(

1
M

)
=

∑
x1 + . . . + xM−1 = m−l,
0 ≤ xi ≤ l−1

(
1
M

)m(
m−1
l−1

)(
m−l
x1

)

×
(
m−l −x1

x2

)
× · · · ×

(
m−l −x1 − · · · − xM−2

xM−1

)
.

(A.5)

Combining (A.4) and (A.5) yields

Pr(Z = M,KZ = l) =
(M−1)∗(l−1)+l∑

m=l

(
1
M

)m (
m−1
l−1

)
×

∑
x1 + . . . + xM−1=m−l,
0 ≤ xi ≤ l−1

∏
1≤ j≤M−1

(
m−l−∑1≤k< j xk

x j

)
.

(A.6)

Pr(K1 = t,Z = M,KZ = l) can be derived in a similar
manner as follows:

Pr(K1= t,Z=M,KZ = l)=
(M−2)∗(l−1)+l+t∑

m=l+t

(
1
M

)m(
m−1
l−1

)
×
(
m−l

t

) ∑
x2 + . . . + xM−1
= m−l −t,

0 ≤ xi ≤ l−1

∏
2≤ j≤M−1

(
m−l−t−∑2≤k< j xk

x j

)
.

(A.7)

By (A.2), (1) can be expressed as

Pvv(l, ζ) = Pr(K1 ≥ ζl|KZ = l)

=

l−1∑
i=⌈ζl⌉

Pr(K1 = i|KZ = l) +
1
M
.

(A.8)

Combining (A.3), (A.6), (A.7), and (A.8) yields (3). �

Appendix B. Derivation of (5)

Z was defined to be a random variable denoting the
node that sends the required number (l) of voting reply

messages the earliest among the neighbor nodes in Sec-
tion 3. If we put D(l) = min1≤i≤M Di(l), the probability
Pr(D1(t) ≤ D(l)) for t ≤ l can be expressed as

Pr(D1(t) ≤ D(l)) = Pr(D1(t) ≤ D(l),Z = 1)
+ Pr(D1(t) ≤ D(l),Z , 1)

= Pr(Z = 1) Pr(D1(t) ≤ D(l)|Z = 1)
+ Pr(Z , 1) Pr(D1(t) ≤ D(l)|Z , 1).

(B.1)

Pr(Z = 1) = 1/M and Pr(Z , 1) = (M − 1)/M by
(2). If Z = 1, then D1(l) = min1≤i≤M Di(l) = D(l).
D1(t) ≤ D1(l) for t ≤ l. Therefore, we can find
Pr(D1(t) ≤ D(l)|Z = 1) = 1. Using these relations,
(B.1) can be changed to

Pr(D1(t) ≤ D(l))=
1
M
+

M−1
M

Pr(D1(t) ≤ D(l)|Z , 1).
(B.2)

Pr(D1(t) ≤ D(l)|Z , 1) can be expressed as

Pr(D1(t) ≤ D(l)|Z , 1)

=

∞∑
j=l

Pr(D1(t) ≤ D(l),D(l) = j|Z , 1).

Z , 1 if and only if D1(l) > min2≤i≤M Di(l). Thus, the
above relation can be changed into

Pr(D1(t) ≤ D(l)|Z , 1)

=

∞∑
j=l

Pr(D1(t) ≤ j, min
2≤i≤M

Di(l)= j|D1(l) >min
2≤i≤M

Di(l)).

(B.3)

We can obtain

Pr(D1(t) ≤ j, min
2≤i≤M

Di(l)= j|D1(l) >min
2≤i≤M

Di(l))

= Pr( min
2≤i≤M

Di(l)= j|D1(l) >min
2≤i≤M

Di(l))

× Pr(D1(t) ≤ j | min
2≤i≤M

Di(l)= j,D1(l) >min
2≤i≤M

Di(l)).

(B.4)

If we put D̂(l) = min2≤i≤M Di(l), the second term of the
above equation can be expressed as

Pr(D1(t) ≤ j |D̂(l) = j,D1(l) > D̂(l))

=
Pr(D1(t) ≤ j, D̂(l) = j,D1(l) > D̂(l))

Pr(D̂(l) = j,D1(l) > D̂(l))

=
Pr(D1(t) ≤ j,D1(l) > j|D̂(l) = j)

Pr(D1(l) > j|D̂(l) = j)
.

Because we already assumed independence among Di(·)
and D j(·)’s for i , j, D1(l) and D̂(l) are also indepen-
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dent, and the above relation can be simplified to

Pr(D1(t) ≤ j |D̂(l) = j,D1(l) > D̂(l))

=
Pr(D1(t) ≤ j,D1(l) > j)

Pr(D1(l) > j)
= Pr(D1(t) ≤ j|D1(l) > j).

(B.5)

We can also obtain the following relation for the first
term in the final product of (B.4):

Pr( min
2≤i≤M

Di(l)= j|D1(l) >min
2≤i≤M

Di(l))

=
Pr(D1(l) > D̂(l), D̂(l) = j)

Pr(D1(l) > D̂(l))

=
Pr(D̂(l) = j) Pr(D1(l) > j|D̂(l) = j)

Pr(D1(l) > D̂(l))

=
Pr(D̂(l) = j) Pr(D1(l) > j)

Pr(D1(l) > D̂(l))
,

(B.6)

where the last equality is valid by the independence be-
tween D1(l) and D̂(l). By the discussion before (B.3),
we have Pr(D1(l) > D̂(l)) = Pr(Z , 1) = (M−1)/M.
Combining this relation with (B.3), (B.4), (B.5), and
(B.6) yields

Pr(D1(t) ≤ D(l)|Z , 1)

=
M

M−1

∞∑
i=l

Pr( min
2≤ j≤M

D j(l)= i) Pr(D1(l)> i ,D1(t)≤ i ).

(B.7)

We now investigate Pr(min2≤ j≤MD j(l) = i) = Pr(D̂(l) =
i). Because we assumed that D j(l)’s are mutually inde-
pendent among the different j’s, we can obtain

Pr( min
2≤ j≤M

D j(l) ≤ x) = 1 − Pr( min
2≤ j≤M

D j(l) > x)

= 1 − Pr(D2(l) > x, · · · ,DM(l) > x)
= 1 − Pr(D2(l) > x) × · · · × Pr(DM(l) > x).

(B.8)

The distribution of D j(l), for j = 1, 2, . . . ,M, can be
expressed as

Pr(D j(l)= i)=
(
i−1
l−1

)(
1
M

)l−1(
1 − 1

M

)i−l( 1
M

)
, i ≥ l. (B.9)

Therefore, Pr(D j(l) > x), for an integer x, can be ex-
pressed as

Pr(D j(l) > x) = 1 − Pr(D j(l) ≤ x)

= 1 −
x∑

i=l

(
i−1
l−1

)(
1
M

)l(
1 − 1

M

)i−l

, 1 ≤ j ≤M.

(B.10)

Combining (B.8) and (B.10) yields

Pr( min
2≤k≤M

Dk(l) ≤ x)

= 1 −

1 −
x∑

j=l

(
j−1
l−1

)(
1
M

)l(
1 − 1

M

) j−l


M−1

.

Thus, we can obtain from the above relation

Pr( min
2≤ j≤M

D j(l) = i) = Pr( min
2≤ j≤M

D j(l) ≤ i)

− Pr( min
2≤ j≤M

D j(l) ≤ i−1)

=

1 −
i−1∑
j=l

(
j−1
l−1

)(
1
M

)l(
1 − 1

M

) j−l


M−1

−

1 −
i∑

j=l

(
j−1
l−1

)(
1
M

)l(
1 − 1

M

) j−l


M−1

.

(B.11)

We next investigate Pr(D1(l) > i ,D1(t) ≤ i) of (B.7)
in more detail. If we put D̃l−t = D1(l)−D1(t), then
D̃l−t means the delay of Node 1 to deliver l− t voting
reply packets, i.e. from (t+ 1)-th to l-th reply messages,
successfully. Since we model the medium access at-
tempt, especially for the medium to the voting request
node, of each neighbor node as a Bernoulli trial with
the success probability of 1/M, we can easily know that
D̃l−t = D1(l)−D1(t) is independent from D1(t), and D̃l−t

has the same distribution as D1(l − t). Thus, we can
obtain

Pr(D1(t) ≤ i,D1(l) > i)

=

i∑
k=t

Pr(D1(t) = k) Pr(D̃l−t > i − k).
(B.12)

We obtain from (B.9)

Pr(D1(t)=k)=
(
k−1
t−1

)(
1
M

)t(
1 − 1

M

)k−t
. (B.13)

Pr(D̃l−t > i−k) can also be obtained from the distribution
of D1(l − t) as

Pr(D̃l−t > i−k)

= 1 −
i−k∑

j=l−t

(
j−1

l−t−1

) (
1
M

)l−t (
1− 1

M

) j−(l−t)
.

(B.14)
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Combining (B.12), (B.13), and (B.14) yields

Pr(D1(t) ≤ i,D1(l) > i)

=

i∑
k=t

(
k−1
t−1

)(
1
M

)t(
1 − 1

M

)k−t

×

1 −
i−k∑

j=l−t

(
j−1

l−t−1

) (
1
M

)l−t (
1− 1

M

) j−(l−t)
 .
(B.15)

Combining (4), (B.2), (B.7), (B.11), and (B.15) gives
(5). �
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