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Abstract—It is very important to allocate and manage re- may not be directly applicable to the applications which do
sources for multimedia traffic flows with real-time performance not change the traffic rate adaptively. Admission control is
requirements in order to guarantee quality-of-service (Q0S). In 4 typical preventive approach. The traffic rate does not need

this paper, we develop a scalable architecture and an algorithm . h . . .
for admission control of real-time flows. Since individual man- © P& adjusted adaptively in this case and we focus on this

agement of each traffic flow on each transit router can cause a Preventive approach in this paper. There have been many
fundamental scalability problem in both data and control planes, efforts to provide statistical or soft QoS by incorporating a
we consider that each flow is classified at the ingress router and new admission control scheme in the framework of DiffServ

data traffic is aggregated according to the class inside the core [5_16] However, the statistical QoS is still not well guaranteed
network as in a DiffServ framework. In our approach, admission [17] ’

decision is made for each flow at the edge (ingress) routers, but . oo
it is scalable because per-flow states are not maintained and There are two important goals of admission control algo-
the admission algorithm is simple. In the proposed admission rithms. The first one is to guarantee the contracted QoS for
control scheme, an admissible bandwidth, which is defined real-time flows, and the other one is to achieve high network
as the maximum rate of a flow that can be accommodated ijization. We propose a new admission control scheme to
additionally while satisfying the delay performance requirements . .
for both existing and new flows, is calculated based on the achieve these_ goals. We consider (_j_elay as a QoS target
available bandwidth measured by edge routers. The admissible because real-time flows are more sensitive to delay than loss. If
bandwidth is a threshold for admission control, and thus, it is admission-controlled traffic is treated in the same way as best-
very important to accurately estimate the admissible bandwidth. effort traffic that is not subject to admission control at each
The performance of the proposed algorithm is evaluated by 1er then the required QoS may not be guaranteed due to
taking a set of simulation experiments using bursty traffic flows. the uncontrolled traffic rate of the best-effort traffic. Thus, we
Keywords Admission Con’[ro|; measurement; available band- assume that there are two ClasseSZ a h|gh priority CIaSS that iS
width; admissible bandwidth; Quality of Service (QoS) subject to admission control and a low priority class that is not
subject to admission control. Core routers are assumed to use
the strict priority policy for scheduling of different classes and
the per-class scheduling can be implemented in the DiffServ
Although the capacity of core networks has increasdgghmework.
tremendously due to advanced optical transmission equipmentfn our proposed admission control scheme, each ingress
and high-speed routers/ethernet switches, quality-of-serviegiter manages admissible bandwidth, which is a threshold for
(QoS) is not well guaranteed in the current IP networkadmission control, for each relevant egress router. Admission
Integrated Services (IntServ) [1] is one of the approachgacision is made for each flow by comparing the peak rate of
proposed to address this problem. While IntServ is capahie flow with the admissible bandwidth. We derive a simple
of providing QoS within a domain, it is not scalable sincequation for admissible bandwidth considering the delay QoS
every router is required to manage per-flow information. Offased on the available bandwidth, which is estimated by
the other hand, DiffServ [2] scales well since core routers trage egress router through monitoring probing packets. The
not per-flow information, but only class-level traffic aggregat@ontribution of our approach can be summarized as follows.
There are two types of approaches for supporting QoS undeFirst, our scheme statistically guarantees the delay bound of
DiffServ framework: reactive and preventive approaches. Hitimission-controlled traffic for moderate delay bound values
the reactive approaches, QoS is supported by adaptively chapgiile maintaining high resource utilization. Conservative re-
ing the source traffic load based on the network status [3, 4burce (e.g. bandwidth) allocation may guarantee delay bound,
Resource is usually not reserved, but this reactive approasiit high resource utilization can not be achieved. Achieving
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we discuss related works. In Section Ill, we propose a coserver concurrently, it may incur denial-of-service (DoS) sit-
cept of admissible bandwidth and a scalable architecture feation (also referred to abrashingin [6]), where almost no
admission control. In Section IV, we explain a probing methditbw is accepted by the low measured performance due to
called minimal-backlogging method and a simplified patthe overwhelming probing traffic. Thus, endpoint admission
model as preliminaries. In Section V, we derive an estimatoontrol has a scalability problem in terms of the number of
of the admissible bandwidth, propose an admission contfldw requests. On the contrary, the proposed scheme is not
algorithm, and discuss the scalability issues of the propossubject to this scalability problem since admission decision is
scheme. In Section VI, we evaluate the performance of theade promptly upon request arrival without further probing.
proposed admission control scheme by simulation. Finally, Second, admission decision is made at network nodes. Sev-
conclusions are presented in Section VII. eral measurement-based admission control algorithms belong-
ing to this type have been proposed [5,8-16] and our scheme
also belongs to this category. Since it is difficult to predict
future behavior accurately with traffic measurements, MBAC
Admission control algorithms for internet flows can bean lead to occasional violation of the contracted QoS. It is
classified into two categories. The first one is a traffic-modeleported that the admission control algorithms of [5, 8-16] can
based approach [18-21] and the second one is a measuremesttmeet statistical QoS targets in terms of loss ratio [17]. Each
based approach [5-16]. In the traffic-model-based approasfithese algorithms makes the admission decision on a link-by-
input traffic is usually mathematically modeled and admissidimk basis. Thus, these algorithms require the cooperation of
is determined based on the model. The accuracy of modgltermediate nodes in the admission control process. However,
based approaches depends on the reliability of the assun@dinkayaet al’s Egress Admission Contreicheme [28] and
source models. There were some approaches calculating dbe scheme are not subject to this coordination constraint
effective bandwidth for a fluid input model or leaky-buckebecause both of them work on an end-to-end basis. Cetinkaya
regulated input traffic [18, 19]. However, these approaches gp al’s scheme achieves scalability by making admission
not consider a long-range dependence property which is @ntrol decisions only at egress routers without maintaining
important characteristic of the current internet traffic [22—24per-flow states. However, this admission control algorithm is
It is possible to define effective bandwidth for the fractionalot feasible when the load of existing flows between a specific
Brownian input traffic which has self-similarity and longingress/egress router pair is very low or zero, since it is difficult
range dependence [20, 21, 25]. However, even the conceptmbbtain a reliable service envelope [28] for a given interval of
effective bandwidth based on large deviation theory is nRdngthT in this case. Our scheme works no matter how low the
fully compatible with the realistic internet traffic accordingffered load is on a given path since the path is actively probed
to [26]. In addition, if we calculate the effective bandwidthwith probing packets. The proposed scheme is compared with
just based on the parameters of long-range dependent traffistinkayaet al.s scheme in more detail in Section VI.
considering some QoS such as loss probability, the utilization
of the bandwidth can be very low due to huge rate fluctuation.
However, if we monitor the network status periodically, we
can increase the bandwidth utilization by capturing the dy- Consider an autonomous system as depicted in Fig. 1.
namic network status and allocating the resource accordingRouters A, E, F, G, and | are edge routers, and B, C, D,
Measurement-based admission control algorithms (MBACahd H are core routers. Routers which provide interface to
can achieve a much higher utilization than traffic-model-basadcess networks are edge routers, and core routers do not
algorithms while providing somewhat relaxed QoS [5]. We cavperate as an interface. In the proposed architectural solution,
classify the MBAC schemes into two categories depending an ingress router manages admissible bandwidth for the path
the location of admission decision. First, admission decisiém each relevant egress router. For example, Edge Router A
is made at ingress end hosts. The end host probes the netwognages admissible bandwidths for Egress Nodes E, F, G, and
by sending probe packets at the data rate it wants to resekvindividually. Traffic arrivals at ingress routers of DiffServ
and recording the resulting level of packet losses (or EC#omain are differentiated by the given QoS requirements. All
congestion marks [27]). The host then admits a flow onbriving traffic with the same QoS requirements is treated as
if the loss (or marking) percentage is below some threshdlie same class.
value. This kind of admission control is called asdpoint  Admissible bandwidth is managed separately according to
admission contro[6, 7]. Endpoint admission control requiresthe classes. Admissible bandwidth between a specific ingress/
no explicit support from routers; routers keep no per-flowgress node pair is defined considering the level of services
states and do not process reservation requests, and routess can be provided. In this paper, we consider only delay
drop or mark packets in a normal manner. Thus, the endpoldund violation probability as a QoS requirement. Llégt
admission control avoids the scalability problem of per-flowenote the admissible bandwidth for theh class between
state management at each router. However, probing inherentigress Router A and Egress Router E. Hetande; be the
involves a rather long set-up delay, on the order of seconds.delay bound and the threshold for the delay violation prob-
addition, probing overhead can cause a non-negligible probletility, respectively.D;(0) is a random variable representing
especially when the network utilization is high. For examplehe current end-to-end delay, afy (R) is a random variable
when premium-class flash crowds are accessing to a spedifipresenting the end-to-end delay which the total traffic of
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Calculation of the admissible bandwidth considering the
delay QoS is the key problem in the proposed admission
control scheme. We need to distinguish available bandwidth
from admissible bandwidth reflecting QoS. For example, we
consider a queueing system with a First-Come-First-Served
(FCFS) service policyC and )\ denote the service rate in bits
per second and the arrival rate of data packets in packets per
second, respectively. Lat’ denote the average length of the
packets. Then, for the queueing system, available bandwidth
C, is defined as

Ca = C(l - p)a
Fig. 1. Reference network model . . . . .
wherep = A\L'/C. This available bandwidth is the maximum

spare service rate that the server can provide while maintaining
class;j experiences after admitting a flow with a rate Bf stability of the system. In case of accepting a new flow with a

Then, the admissible bandwidmg is defined by: rate of C,, the desired QoS is usually not satisfied. Thus, the
, admissible bandwidth reflecting QoS is usually lower than the

R; =max{R: P(D;(R) > d;) < ¢;}. (1) available bandwidth. However, we need to know the available

Thus, R, is the maximum available bandwidth that can pRandwidth in order to obtain the admissible bandwidth. In
supportéd additionally satisfying the delay constraint. [29], we proposed a probing scheme to estimate the available

In order to support QoS for a new flow while guaranteeinBandWidth of a singlg server. We priefly ir_1trodyce the pro_bing
the contracted QoS for the existing flows, a negotiation ®Eheme and the available bandwidth estimation mechanism.
needed between the network and a new end-point applicationDefinition 1: Suppose that we send probing packets into a
The network determines whether to admit a new flow or n§H€U€ing system so that there exists only one probing packet
according to an admission control policy/algorithm assumirdf the system. This probing method is callednznimal-
that the user complies with the contract. The characteristicsktcklogging methad _ _ _
the new flow should be included in the contract because the!f We send a new probing packet into a queueing system
network can not determine whether the required QoS will BéSt at the departure time of the previous probing packet, then
satisfied or not if it does not know how much traffic will bethere exists only one probing packet in the system. In order
offered by the new flow. Thus, we assume that the contract!® introduce an estimator for available bandwidth, we define
made just based on the peak rateof a flow. Peak rate, is available service as follows: o
the only traffic parameter used in our admission algorithm, andPe&finition 2: The available servic&’s; is the amount of
we assume that each flow is policed so that the instantane{20ing packets served in a time interyaJt] when probing
traffic rate can be maintained less than or equal to the pgfickets are sent to the queueing system according to the
rater,. minimal-backlogging method.

If the request from a new flow, which is destined to Router Suppose that the size of probing packets is fixedl.t¥hen,

E and has a peak rate of, arrives at Edge Router A, thenWe obtain in [29, Theorem 8] that for &/G/1 queueing
Router A can accept the flow as tfi¢h class if the following System,

condition is satisfied: ~
Yot

t—s

rp < R;». (2) lim F

t—oo

-C(1—p)

q
]:0, 0<g<oo. (3)

Then, the delay constraint can be satisfied for both the existin _ . o _
algorithm is simple and ingress routers determine wheth@@ndwidth of the queueing system probed by the minimal-
it accepts the new flow or not, admission control can Heacklogging method for an infinite duration, which implies
performed very quickly for real-time flows. that the service rate of minimally backlogging probing traffic
admissible bandwidth whenever a new flow arrives. An ingress

router sends probing packets to relevant egress routers to V. ADMISSION CONTROL SCHEME

monitor the condition of each path, especially t_he_avallabIeAS described in the previous sections, calculation of the ad-
bandwidth for the path and calculates the admissible bal

rml'ssible bandwidth is a crucial part of the proposed admission
width R’ for each ingress/egress node pair in advance. P prop

control scheme. If the calculated value is larger than the real
available capacity, then delay QoS may not be guaranteed due

IV. PRELIMINARIES to excessive amount of input traffic. On the other hand, if the

Before the admission control scheme is proposed, we nesadculated value is smaller than the real capacity, the utilization
to introduce an important concept of minimal backloggingf the network resource decreases. In order to evaluate the
[29], because this concept plays an important role in tleglmissible bandwidth between a specific ingress/egress router

proposed admission control scheme. pair, we derive a relation that predicts the delay distribution



if a new flow with rate R is accepted. If the new delayY,’, denotes the amount of served traffic from the new flow
distribution can be predicted, then the admissible bandwidththe same interval.

can be calculated from (1). We also investigate a method to

estimate the available bandwidth for a path between a given Evaluation of Admissible Bandwidth

ingress/egress node pair by sending probing packets. We stgtﬁ,] this subsection, we propose how to evaluate the ad-

a simple ac!mis;ion control scheme and discuss the Comple)ﬂ’i}ésible bandwidth when we know the available bandwidth.
and scalability issues of the proposed scheme. The amount of input traffic to a network path can be treated

as being continuous in high speed communication networks.
A. Model We assumeX, (X ,, X, ,) andY, ,(Ys ,, Y ,) to be

u, v
We assume that there are only two classes of flows §@ntinuous in this subsection.
the core network. The first is the premium class in which Let Di' be the virtual delay of the new flow at tinie Since
all flows abide by their peak rate constraints and have delf}gre is no priority between the existing flow and the new flow,
QoS requirements. This is the only class that is subjé&e server treats the two traffic streams from the existing and
to admission control. The second is the best-effort clag¥W flows as if they come from the same flow. This implies
Intermediate routers are assumed to give a strict priority #at there is no difference in virtual delay at a given time no
the premium class in managing two classes so that the dem?tter whether the virtual bit is of new flow or not. Thus, it
of the premium class traffic is not affected by the best-effot@llows:
traffic. Traffic is served according to the first-come-first-service Proposition 1: Suppose that a new flow starts at time- 0.
(FCFS) policy in the same class. Then,
We model a network path from a specific ingress router to Di =Dy, t>7.
an egress router as a simple path which is a concatenation of

a fixed delay componentl);) and a virtual servesS as in  For the virtual server with the arriving traffic amounts of
[30]. In this model, the end-to-end delay of a pack&tis xe and X and the service amounts af¢. and Y,

decomposed as if we focus only on the arrival and service traffic of the new
De =Dy + D, flow, we can know that a virtual bit arriving at timerom the

whereD is the delay experienced by the packet at the virtudfW flow can be served just after Te traffic arriving from the
server. Suppose that a probing packeirrives at the path at "W flow during the intervalo, ¢}, X¢,, is served completely
. - > > .

time a,, and departs from the path at tindg. Then, the packet ur:jer the assumption thafg, (s > 0) is increasing. Thus,

arrives atS at timea? = a, + D;. When the packet arrives D¢’ Can be interchangeably expressedr(s = min{s : s >

at the destination node, it departs from both the path and fheXo: < Yo,t+s}-n ) )

virtual server. LetX,, , denote the amount of traffic arriving SUPPOse that’’, can be obtained for any=> 7. Since the

at S in the time interval[u, v]. The traffic departed frons N€W ﬂow has a constant rafe, it is possible from the identity

during the time intervalu, v] is considered to be served gy D = min{s : s 2 0, Xg, < Y5} to evaluateDy'. Then,

during that time interval and is denoted by . the above proposition gives the value Dbf. .However, Yo
We assume that there is no backlogged traffic in the virtuG@ P& measured only when the new flow is really offered.

serverS at time0. Then, the amount of the backlogged traffic 10 €stimateD, before the new flow is offered into the
of S at timet is given by network, we consider a queueing system with FCFS service

policy, whereX 7, is the input process anﬁ,’ft is the possible
Qr = sup { X ¢ — Y} amount of traffic served by the server, i.e. available service,
Ossst during [7, t). Let Q7 denote the amount of backlogged traffic
Let D, denote the virtual delay which a virtual bit mayof the new flow in the queueing system at timeThen, the
experience if it arrives a5 at time ¢. Since S is assumed virtual delay D7 in this system is expressed as

to be empty at time 0D, is expressed as ~ . n S
Dy =min{n:n >0, Xy, t < Yb(t),tJrn}? (®)

Dy = min{n :n = 0andXo, < Yo,r4n} - ) whereb(t) is given by

Then, D; is the elapsed time from timeto the first instance _ . An

at which the departure amount is greater than or equal to the b(t) =supfs: 7 <5 <t Qy =0} ©)

arrival amount. Note thath(t) is the start time of the current backlogged period
Now, suppose that a new flow is admitted and it starté Qi > 0.

sending traffic at a rate aR from time 7. We consider only Dy is defined in a different way from the definition &f;,

a constant rate flow for the new flow because we want (4) becausey;”, can be larger thanX, when the amount

evaluate the maximum admissible bandwidth of (1). Let of arriving traffic X7, is rather small. We can obtain the

X5 ,and Xy, be the amount of traffic arriving & from the following relation betweerD}* and Dy'.

existing and the new flows, respectively, in the time interval Proposition 2: Suppose that traffic from a new flow is

[u,v]. Then, the aggregate arriving traffi,, , is the sum of offered into a queueing system from time> 0, then we

X5, and X7 . Ye  denotes the amount of traffic, from thehave

existing flow, served byS during the time intervalu, v] and Dr < DP, fort>r.



Proof) The proof is given in [31, Proposition 5.2]. O of ¥%,,, ando? is the variance ot} ;. Then,Q} can be
~ expressed as
By Propositions 1 and 2, we can us¥ as an upper bound ~ ~

of D;. Although D} does not depend olig’, b(t) in (5) is QF = Tiigt{xsvt — Yo
difficult to treat. Thus, we derive an alternative expression for _ STU}; (—0B,_s — (a— R)(t —s)}
the distribution ofD}* which avoids the use df(¢). r<s<t - )

Theorem 3:Suppose that a new flow starts at time> 0.

Then, we have that for > 7 ands > 0, If we define Q" as Q" = lim_o Qf, then Q" has the

following distribution [32, p.361]:
D} > s ifandonlyif QFf >V .. PG" > 2) = e,
Proof) If Qf = 0, thenb(t) = t. It follows from (5) that
Dy = 0. Thus, the two events in the above relation do nathereu = 2(a — R)/o?.
occur for any nonnegative. SupposeQ? > 0. Since the the ~ Real-time applications or services will require a small value

queue is backlogged during(t), ], we have that of dy, usually less than 1 second. According to Recommenda-
R ~ tion G.114 [33] of Telecommunication standardization sector
Qi = Xyt — Yooy - of International Telecommunication Union (ITU-T), one-way

~ B _ _ transmission time of up to 150 msec is acceptable for most
Thus, the event tha®y" > Y7,  is equivalentto thak i, , > user applications. Thusl), = do — D; is likely to be much

Y1) 145+ BY (5), the latter is equivalent to thdd? >s. O smaller than 1. For such small valuesdjf, the sigma-mean
ratio of Yt’ft+d,0 is too high, which means the non-negligible

Let dy be the delay bound which needs to be guaranteed fasssibility of a negative amount of served traffic. Since the
the class subject to admission control. Suppose that the systezgative service amount is not realistic, we tréfg'; +a 8S
is stationary. In other words, there exists a random variable if it were a constant of its meand;, to obtain the following
such that approximation:

D* = lim D;. . N ~ =
o 1 P(lim Q7 > Jim V7i ) = P(Q" > ady)
Then, the delayD of a packet arriving a5 can be estimated — o hady

by D*. The delay bound violation probability’(D. > do)

can be expressed as: Then, from the above equation and (8), we can obtain the

following upper bound of delay bound violation probability:
P(De>d0):P(D+Df>do) N N
2(a — R)a(dy Df)) (10)

= P(D* > d}), Y P(D. > dy) < exp <

o2

whered = dy — Dy. If dj, <0, i.e. Dy > dy, thenPr(D. > Let g(R) denote the right hand term of (10). If we evaluate
dp) = 1 by (7) becauseD is non-negative. Since the delayR* by
bound can not be guaranteed in this case, no more traffic can R* =max{R:g(R) <¢e}, (12)

be admitted, i.e. the admissible bandwidihis zero. Thus, we henR* b | bound of the admissible bandwidth
assume thatly = dy — Dy > 0 hereafter. Using Propositionst en ecomes a lower bound of the admissible bandwidt

1 and 2, we can obtain an upper bound of delay vioIatiJﬂr the class between the selected ingress/egress node pair. The
probabili,ty as follows: explicit form of R* can be obtained from (10) and (11) as

- N log(g)o?
P(D* > dy) < P(tlirgo D} > dj). R =a+ Q(do(—)Df)a' (12)
Applying Theorem 3 to the above inequality, we have This lower boundR* is used to estimate the admissible band-
~ . width. From the above equation, we can obtain some insights
P(D* > dy) < P(lim Qf > lim Y/, ;). about the behavior of the admissible bandwidth. First, we
can observe thaR* increases as the average of the available
It follows from (7) that bandwidtha increases because the first term on the right hand

side of (12) is dominant wher increases. Second, if the
variance of the available bandwidif} increasesR* decreases

In order to express the right hand side of the above inequgﬁcaUSdog(e) Is negative for= < 1. Thus, the second term

o o - accommodates the burstiness of traffic by decreagihdor
ity in a more explicit form, we assume th@Y”,.¢t > 7} has X : o .
. . . T a large variance. Third, as the constraint is becoming more
independent increments and the increments have a Gaussian . N
N o Strict, that is, as the value af decreasesk* also decreases.
distribution. More specifically, L ; . .
This is natural because in order to satisfy a more rigorous
V' =a(t—7)+ 0B, 9) requirement, less traffic has to be admitted. Fourth, as the delay
T -7 . . . . .
' bound increasesk* increases. This is also reasonable if we
where {B;,t > 0} is a standard Gaussian process withonsider the limiting case thal, goes to infinity. Thus, we

independent increments and, = 0. Then, a is the mean can know the behavior of the admissible bandwidth through

P(D. > do) < P(lim Qr > Jim Yiia)- (8)



the explicit form of R*, (12), and the calculation complexity of initialize parameters for each egress router i:

R* is very low since the value aR* can be evaluated directly rs () < SumIOf the Pe"ikéa_tes of f’*dmi$9d "_'OZVS to
. . . . egress router 1 accpeted In previous [y windows

from th(_a simple equatlon of (1_2) if the mean and variance of R() <- the admissible bandwidth calculated from

the available service are obtained through measurements. the egress router i

R¥(i) <- R() - 1 ()

C. Estimation of Available Service

In this subsection, we describe how to estimate the param-
etersa and o of the available servicéf;}t in (9) by using
probing packets. We can obtain the valueffﬁt if we can
provide the minimally backlogging probing traffic exactly. if arequest arrives
However, this is not possible in real networks. Instead, we
send the probing packets by the scheme described in [30],

wait until there is a request and check if the | if the current
| elapsed time in current window is less than T| window ends

indentify the destination egress router.
(Suppose that router i is the destination and

which enable the probing packets to be offered to the virtual 1p is the peak rate of the new flow )
server of the network path satisfying the minimal backlogging
condition approximately. admit the requeust

refuse the request

The probing scheme is window-based. LEtdenote the R¥(i) <- R*() - 1p
duration of one window. Since the minimal backlogging
condition is not satisfied exactly during probing, several busy
periods of probing packets may exist during a window. Let
a, and d, be the times when a probing packgtarrives Fig 2 admission control algorithm for an egress router
at the virtual serverS corresponding to the specific path
and p departs from the server, respectively. For each probing
packetp, the virtual server is considered to be backlogged given as
from the arrival timea; to the departure timé,. Then, the

M,—1
virtual server is continuously backlogged foprobing packet 0% =~ 1 Z (R R)?
transmissions from the-th probing packet in the interval M, -1 =0 " ’

S dipp—1] if . . .
[aﬂ’ 1] where M, is the number of most recent windows considered

djpm = appmyy, forall0<m<k-—2, (13) for estimation of the variance 8", , , R = S0 ! Ry, /M,
and v is the variance multiplication factor (VMF). VMF is

for k > 2. ) . a factor used to compensate the error in estimation of the
Egn. (3) means that the service rate of minimally backlog;;,—ariam:e of V"

. ’ . ) , X V4. 1. We will investigate the effect of VMF
ging probing trafficY, /(¢ — s) is an asymptotically unb'asedthrough simul

> 3 i . lation in the next section.
estimator of the available bandwidth. Thus, if there are The scheme proposed in [30] estimates the fixed delay

probing packets in the longest busy period of the curregbmnonentn, as well as the available bandwidth. In order
window, we approximate the available bandwidfft, , for 1, estimateq and o of ¥;,,, other available bandwidth
an interval of 1 second in the current window as estimation schemes [35-37] can also be used. Howdver,
R= kL may nheed to be estimated separately when other schemes are
dp — a3’ used.
wherelL is the size of the probing packets. We use the longest
busy period for reliable estimation. We I8 denote the value D. Admission Control Algorithm

of R for the i-th previous window from the current window, | et's consider an admission control algorithm for a specific
andi = 0 corresponds to the current window. Then,is jngress/egress router pair. The egress router calculates the

estimated as M1 lower bound of the admissible bandwidir using (12) once
o — 1 Z R, everyT seconds and sends it back to the ingress router.
M, = " Then, the ingress router performs admission control accord-

iag to the algorithm described in Fig. 2. If the ingress router
as not given admission to any flow in the previous window,
the ingress router admits the request of a new flow with a peak
~ When we estimate the available bandwidf,, , for an intervalt, t+1], rate ofr,, if the following condition is satisfied:
if the duration of the longest busy periat}, — af is too short compared rp < R* — 1, (14)

with the interval length, one second, then the behavior of cross traffic out

of the range of probing period may not be reflected, which causes a . . .
error in available bandwidth estimation. As the probing duration increasé@l, erer, is the sum of the peak rates of the flows admitted in

the estimation accuracy improves according to [34]. However, since ttlee current window before the current request.

increased probing duration implies high overhead of probing traffic, a proper | fact, more flows need to be considered for theerm in
probing duration needs to be determined considering the tradeoff betwg@n b . l f id he ti N b

the estimation error and the probing traffic overhead. This issue will e above inequality. If we consider the time interval between

investigated further in the future. the end of the probing period for the previous window and

where M, is the number of most recent windows consider
for estimation of the mean df;";, |, and an estimator fos



most recent value ofR* is the one obtained in the previous ingress
window because the probing for the current window is not joe* Router Router  Destination

finished yet. In this case, the rates of the flows admitted after @%@__@ R %@_@

3
the probing period in the previous window are not reflected in
the calculation ofR*, and thus, the summation of the rates of
these flows of the previous window also needs to be included (59 @
in rg.
In addition, if there are some flows that start to senfdd- 3. Network topology for simulation

packets after an initial idle period, the effective rates of these

flows may not be detected and reflected Bh in the next

probing period. In this case, for conservative estimation of thBEMOry management policy. If a new request arrives destined

admissible bandwidth, the number of windows considered it te €gress router for which no admissible bandwidth infor-
r., T, may need to be increased. mation is retained, then probing is done consecutively for a

few times in order to estimate the admissible bandwidth based
on the mean and standard deviation of the available bandwidth.
E. Complexity and Scalability Issues Afterwards, the corresponding egress router is registered in

The admissible bandwidth is calculated according to tfB& Probing list and the admissible bandwidth is updated

simple equation of (12) and the admission decision is maggriodically.
by just comparing the peak rate of the requesting flow with
the admissible bandwidth according to (14). In addition, the VI. NUMERICAL RESULTS
admissible bandwidth is not calculated on demand, but it iSIn this section, we evaluate the performance of the proposed
calculated periodically in an interval of at least one seconddmission control scheme in terms of delay QoS, i.e. delay
Thus, the proposed scheme has a low complexity and odolation probability, and utilization through OPNET simula-
perform per-flow admission control even at a high requetibn. We consider a network topology as shown in Fig. 3 for
arrival rate through high speed links. simulation. NodedR,, IR, andIRg3 are ingress routers and

We now investigate scalability issues of the proposed adodesER; and ER, are egress routers. Nod&s, R, and
mission control scheme. Our scheme does not require per-flBw are core routers. Nodés, S», S., andS;, are source nodes
state management or processing at the core routers excepwithere data traffic is generated. NodgsandS, generate only
class-level scheduling. The class-level scheduling, especiakal-time flows that are subject to admission control, NSde
priority scheduling, can be implemented in the framework afenerates both high and low priority traffic afg generates
DiffServ. Since even the edge routers do not manage per-flawly background traffic that is not subject to admission control.
states, our scheme is scalable in terms of the number of floWfows from source nodeS; and S, are always destined to

In our scheme, an ingress router needs to manage admissibée destination nod®;. Traffic streams generated at Nodes
bandwidth for the relevant egress routers. Although there &gandS;, are directed to NodeB, andDy,, respectively. We
enough memory space for many egress routers, the numbefirst focus on the scenario where only ingress roul&gsand
monitored egress routers may be limited due to the probihB, are admitting premium class traffic and later consider the
overhead. LetM and Z denote the total number of egressituation where the ingress rouféts also admits high priority
routers which can interact with a given ingress router, and thkass traffic. The proposed admission control scheme does not
number of egress routers which can be probed in a given timearantee the end-to-end delay QoS from Source N&des
interval T', respectively. Then, sincg is usually smaller than or S, to Destination NodeD;, but guarantees the delay QoS
M, we consider the following approach. We give priority to th&rom the ingress routerdR;, i = 1, 2, 3) to the egress routers
egress routers which interacted with the ingress router mdieR;, j = 1, 2).
recently in managing the admissible bandwidth information Each node is modeled as an output queued router with a
and monitor the admissible bandwidth for the most recentdgrict-priority (SP) scheduling policy. Premium class traffic
active Z egress routers. These recently actiWerouters are that is allowed by admission control is given a strictly higher
managed in theprobing list In order to check the activity priority than best-effort traffic that is not subject to admission
of the egress routers in the probing list, an individual clookontrol. Each link has a link rate of 10 Mbps and a propagation
is allocated for each managed egress router. If we increakday of 5 msec. The sizes of all probing packets and data
every clock at a constant rate and reset the clock individuajiackets are fixed to 4000 bits. The duration of one time
whenever there is a new request for the corresponding egregsdow 7' is 1 sec, and the number of probing packets
router, then each clock measures the inactivity time of eashnt per time window)V is 100 packets. Thus, the average
egress router in terms of flow requests. If a new active egrgsebing traffic rate is 400 kbps. The values of the probing-
router appears, then the egress router which has been inaatdlated parameters are se¥,, = 0.70 x N = 70, N, =
for the longest period can be deleted from the probing lit05 x N =5, a,, = 0.1,and a; = 0.6, where N, and N,
yielding to the new egress router. Although an egress routae two thresholds which determines short and long busy
is evicted from the probing list, the admissible bandwidth fqueriods of probing packets, respectively, is the probing rate
that router can be retained in the memory depending on tmiltiplication factor used for short busy periods ang is the

Egress

the end of the probing period for the current window, then the




maximum rate multiplication factor for medium busy periods oo Ingress Router (IR) 1 %
[30] 09T\ Ingress Router (IR) 2 -+
We consider three types of traffic patterns for the flows that ., cosf °
are subject to admission control: exponential on-off traffic,
Pareto on-off traffic, and peak rate-policed self-similar traffic.
The lifetime of each flow is exponentially distributed with
the same mean of 200 seconds. The first one is simple on-
off traffic whoseon andoff period lengths are exponentially

ity
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distributed. The average lengths of bath and off periods 003t

are 0.5 second. No traffic is generated durirfig periods and 002

packets are generated at the peak rate adiringon periods. 001

Thus, the average rate ig2. The peak rate of each flow is Complement window ()

fixed to 512 kbps. The flow inter-arrival time is exponentially

distributed with an average of 1 second. Fig. 4. Delay violation probabilities for various values of complement

The second one is also on-off traffic, but the lengths §fndow T under exponential on-off raffic loads

on and off periods have a Pareto distribution. X has
a Pareto distribution with the shape parameterand the
scale parametef, then X has a density functiorf(z) and Set to 150 msec for both Ingress Routers 1 and 2. We can

a distribution functionF (z) of observe that wheff,. = 0, the delay performance requirement
N o is significantly violated. The measured delay bound violation

f(z) = ﬂﬂ, Flz)=1- <ﬂ) , foraz> 3. probability is near 0.1, i.e. much higher than the target value

x* x of 0.01. This is because the rates of flows that are accepted

If the shape parametet is less than 2,X has an infinite after the last probing in the previous window are not reflected
variance. Ifa is less than 1X has infinite mean and variancelin the calculation of the admissible bandwidth. However, as
We fix the value ofa to 1.9 for bothon andoff periods, and the value ofT.. increases to 1, the measured delay violation
the values of3’'s are 0.17 for bothon and off periods so Pprobability decreases significantly since the rates of flows that
that the mearon and off lengths are 0.36 second as in [28Rre accepted after the last probing in the previous window are
according toE[X] = Ba/(a — 1) (a > 1). The peak rate of now reflected in the calculation of the admissible bandwidth
each flow is either 256 or 512 kbps. The average inter-arriirough the term of-,. We observe that the measured delay
time of Pareto flows is also 1 second. violation probability decreases as the vallié increases.
The third type of input traffic is self-similar traffic. But, theHowever, since every accepted flow starts from busy period
traffic is reshaped so that the instantaneous rate can not exdgetihe simulations, thel;. values need not be larger than 1.
the pre-specified peak rate. We use a multi-fractal model [38us, the value of;. is fixed to 1 hereafter. We need to find
to generate self-similar traffic patterns. The Hurst parametrdifferent reason for the violated delay QoS. There is no
of each flow is 0.8. The peak rate is fixed to 512 Kbps arfdgnificant difference between the performance of the traffic
the average rate is 256 Kbps. The average flow inter-arrigireams fromiR; and fromIRs.
time is 1 second. The following simulation result shows that the violation of
We consider 150 msec as the maximum allowable end-telay QoS occurs due to the estimation error of the probing
end delay according to ITU-T Recommendation G.114 [33]. iImechanism. Fig. 5 compares the measured available bandwidth
case of 3GPP, an end-to-end delay of 150 msec is preferred and the available bandwidth estimated by the probing mech-
transfer delay is defined as a 95-percentile of the distributiamism proposed in [30] for the path betweH, and ERj.
of delay for all delivered data packets [39,40]. We set thEhe egress router obtains the measured available bandwidth
threshold for the delay bound violation probability) o 0.01 for the path from the available bandwidth measured at each
rather conservatively. intermediate node every time window. Fig. 5 also shows the
First, we investigate the effect @f., the number of windows admissible bandwidth calculated by (12). We can observe that
(except the current window) considered for calculation-of the available bandwidth estimated by the probing scheme is
in (14). T is referred to as complement window because it idosely tracking the measured available bandwidth. The calcu-
used to complement admissible bandwidth by covering flodeted admissible bandwidth is much lower than the available
that are not considered in the calculation of the last admissillandwidth. This can be easily explained with the following
bandwidthR*. Fig. 4 shows the delay violation probability forexample. Let us consider a case where the bandwidth resource
various values of complement windoW. under exponential is allocated according to the peak rate, which is referred
on-off traffic loads, that is, in this case only exponential on-ofb as apeak rate allocation schemia this paper. If flows
flows are admitted byR; and IR,. Each probability value with a peak rate of 512 kbps and an average lifetime of 200
is obtained from 20 simulations with different seeds in thgeconds arrive at an average interval of 1 second ffAm
random number generator. A zero value 'Bf implies that then the linkR; — ER; just before the egress rout@&mR,
only the current window is considered to calculate If will be occupied by 19 flows in about 19 seconds. If flows
T. = i, ¢ > 1, thenT, includes up to thei-th previous also arrive fromIR,, then it would take less time to fill up
window from the current window. The delay bounl§ is the link R3 — ER; in case of peak rate allocation. In that
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case, no more flows can be admitted from eittier or IR, 5 \\ s o
. .. . . . 10 1
until at least one of existing flows ends. Since the lifetime of

each flow is much longer than the flow inter-arrival time, the
any available resource, i.e. bandwidth, is likely to be taken
quickly by frequently arriving flows. Thus, the admissible
bandwidth will remain low compared with the peak rate of
flows during full simulation time. In case of measurement-
based admission control, the situation is a little better, but the 10°¢
admissible bandwidth should be low enough to guarantee the +
required delay QoS. Although the estimation by the probing 1071 Ry s T e
mechanism seems rather accurate in Fig. 5, we can find the VMF(variance multiplication factor)

difference between the measurement and the estimation of

available bandwidth from the following figure. Fig. 7. Delay violation probabilities for various VMF values under expo-
. . . nential on-off traffic loads
Fig. 6 shows the ratio of the measured variance to the

estimated variance over time when admission control is per-
formed under exponential on-off traffic loads. The measur&dMF can complement the variance estimation error. However,
variance of available bandwidth is obtained from 30 mostarge value of VMF may lead to a low utilization as shown
recent windows {/,, = 30). The estimated variance is alsan the following figure.
obtained from 30 windows. The number of windows for Fig. 8 shows the utilization of the link between Egress
variance estimation)/, needs to be sufficiently large forRouter ER; and Destination Nod®; for various values of
reliable estimation of variance. However, we set the numbergfiF ~ in the same environment as Fig. 7. The utilization
windows for estimation of the average of available bandwidib measured during the last half of the simulation time. We
M, to 10 in order to follow the changing value of availablebserve that the utilization decreases as the value of-
bandwidth quickly. As we can observe in the figure, the ratigreases. VMF is required in order to complement the variance
of the measured variance to the estimated variance is in #&imation error of the probing scheme. However, if a too large
range of]0.5, 3.0] for most of the simulation time. If we under-value of VMF is used, then the admissible bandwidth will
estimate the variance®, then the admissible bandwidth willbe underestimated by (12) due to the overestimated variance.
be overestimated by (12). In that case, delay QoS may not $iace a low admissible bandwidth can admit a smaller number
guaranteed due to excess traffic. Thus, variance multiplicatiohflows, a large value ofy tends to decrease the utilization
factor VMF v may be needed in order to complement thigs shown in Fig. 8. Thus, from Figs. 7 and 8 we find that
error in estimation of the variance of the available bandwidthere is a trade-off between the delay bound guarantee and
and guarantee delay QoS for real-time flows. utilization, and VMF is a tuning parameter which can adjust
Fig. 7 shows the delay violation probability for varioughis trade-off. Hereafter, we investigate the effect of VMF on
values of VMF~ when exponential on-off traffic loads arethe performance, delay QoS and utilization, in more detail
offered. The delay bound, is 150 msec and the delay viola-through a diverse set of simulations.
tion probability threshold: is 0.01. Simulation is performed Fig. 9 compares the utilization of the link betweER, and
for 500 seconds. Whet = 1.5, the measured delay violationD; for v = 1.0 with that fory = 1.5 when delay boundd)
probability is approximately 0.013 for boifk, andIR,. Thus, has various values from 50 msec to 150 msec under Pareto on-
the delay QoS is slightly violated for = 1.5. The delay off traffic loads. We use two traffic rates, 256 Kbps and 512
QoS is well satisfied fory > 2.0. From this figure, we find Kbps, for the peak rate of each flow while maintainmgand
that VMF is effective in guaranteeing the delay QoS sinaaf period lengths at 360 msec in order to check the effect of
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Fig. 8. Measured utilization of linkkR; — D; for various VMF values

under exponential on-off traffic loads Fig. 10. Delay violation probabilities for various delay bounds under Pareto

on-off traffic loads

increases as the delay boudgl increases. This tendency can
be explained as follows. From (12) we can expect that the
admissible bandwidth will increase if the delay bousidis
increased abruptly because the second term of the right hand

0.8

g
o

:% side is negative. We can also expect this behavior intuitively if
54l we consider the case of very large valuedgf Thus, if more
Peak ot = 756 kbpe, VMF = 15 —+- traffic flows are admitted ag, increases, it is likely that the
0zl Peak rate - 512 kbps, VMF - 15 1 | rate of the aggregate traffic fluctuates more frequently with a
bigger amplitude. Then, the difference between the variance
0 ) ) ) ) ) of real available bandwidth and that of the estimated available
40 e & 100 120 140 160 bandwidth, especially the ratio of the two variances, may

Delay b d (d . . . . . .
elay bound (do) (msec) increase. Since underestimation of variance of the available

Fig. 9. Measured utilization of linkER, — D, for various delay bounds Pandwidth implies overestimation of the admissible bandwidth
under Pareto on-off traffic loads by (12), delay violation probability increases due to more
excess traffic ag, increases.
We observe that the delay violation probability is slightly

flow's peak rate on the performance. We can observe that thigher when the peak rate of each flow is lower from Fig. 10.
utilization is higher fory = 1.0 than fory = 1.5 by the same The reason can be explained with the following example. Let
reason explained for Fig. 8. We also observe that when the consider an\//M/1 queueing system, where the service
peak rate of each flow is lower, the utilization is higher. Thigate isy’ and the arrival rate is\’. Then, the packet sojourn
phenomenon can be explained intuitively with the followinggme W in the queueing system is exponentially distributed
simple example. Let us assume that the admissible bandwiudtith parameter(n’ — ') [41] and the expected sojourn time
between a given ingress/egress router pair is 15 Mbps in iise
current time interval. If the peak rate of every flow is 16 Mbps, EW] = — 1 - = i/ 1 -
then no flow can be admitted during the current time interval. =N l=p
However, if the peak rate of each flow is 8 Mbps, then Wherep’ = )’/ is the offered to the system. We assume that
flow can be admitted while leaving 7 Mbps of bandwidth still; is fixed considering constancy of link rates. From the above
unused during the current interval. If the peak rate of each flgelation, we know that the packet delay increases drastically
is 1 Mbps, then 15 flows can be admitted up to the availabdg the offered loagh’ approach 1. It means if some flow is
capacity. Thus, a smaller peak rate can contribute to a highmitted at high loads, then the delay increment is likely to
utilization. be higher than the case where the same flow is admitted at

Fig. 10 shows the delay violation probability obtained by thiew loads. From Fig. 9 we know that the utilization is higher
proposed admission control scheme in the same environmethien the peak rate is lower. Since the probing scheme may
as Fig. 9. Since the delay violation probability fidt, is very have an error in estimation of the variance of the available
similar to that forIR,, the results for onlyiR; are shown in bandwidth, if a similar number of flows are admitted over the
Fig. 10. We can observe that the delay QoS is satisfied foapacity due to variance estimation error, the system in a high
almost all values ofl, when~ = 1.5 since the variance? is utilization is likely to be affected more than the relatively low
rather conservatively estimated. On the other hand, the deldifized system yielding a higher delay violation probability.
QoS is satisfied fotly < 0.08 when~ = 1.0. Thus, the VMF  We now test the proposed admission control scheme for
value of 1.5 is better for guaranteeing the delay performanerious input traffic loads. We evaluate the performance of the
We can observe that the measured delay violation probabiliyoposed scheme for exponential on-off traffic loads, Pareto




11

4 1
10 T T T T T 10

-2

10
Y =
2 10} 3
3 £
& & 0F
c =
R 2
8 s
] o L4
2 3 exponential on-off —X— < 10
& 10t self-similar (multi-fractal) —¥— g
a Pareto on-off -+ Q 5

10

4 K
10 . . . . . 10° . . . . .
40 60 80 100 120 140 160 40 60 80 100 120 140 160
Delay bound (d) (msec) Delay bound (dy) (msec)

Fig. 11. Delay violation probabilities for various delay bounds unddfig. 12. Delay violation probabilities in the presence of high priority cross
exponential on-off, Pareto on-off, and self-similar traffic loads traffic (exponential on-off traffic) (VMF = 1.5)

on-off traffic loads, and self-similar traffic loads, separatel{; and compare the proposed admission control scheme with
and Fig. 11 compares the test results. The peak rate d&gtess Admission Control (EAC) scheme [28]. Thus far, the
the average rate are the same as 512 Kbps and 256 Khpgue of T' has been fixed to 1 second. Fig. 13 first shows
respectively, for all traffic patterns. The value pfs fixed to the measured delay violation probability for various values
1. We observe that a similar performance is obtained although 7" and also shows the performance of EAC. No cross
the detailed traffic pattern is different. Thus, we find that theaffic is offered and the values of is 1 for our scheme.
detailed traffic pattern is not a crucial factor in determiningve can observe that the delay performance requirements
the delay violation probability if the peak rate and the averagee well satisfied as the the value @f increases in our
rate are the same. scheme. Especially, wheéf = 5.0, the delay QoS is satisfied

Thus far, we considered the case where there is no crdss all delay bounds. During one window of the lengdth
traffic, i.e., only ingress routerBR; and IR, admitted high bandwidth resources are reserved according to the peak rate
priority traffic destined toER;. We now consider the caseof a flow. Therefore, we can expect the bandwidth resource
where there is high priority cross traffic. In this scenariayill be allocated more conservatively &s increases. As a
Ingress RoutefR3 admits high priority flows destined tb, consequence of conservative resource allocation, the delay
(via ERg) from the source nodé&,. Then, the traffic from QoS is well satisfied for large values'6f EAC guarantees the
1IR3 to ER, interfere with the high priority traffic fromiR, to  every delay bound well as shown in the figure. Fig. 14 shows
ER,; at the link R; — R. Exponential on-off traffic patterns arethe measured utilization of the linkR; — D, for various
used for high priority traffic flows that are subject to admissiovalues ofl” and also shows the performance of EAC. Although
control. The value ofy is set to 1.5 in this case. Fig. 12the delay bound is well guaranteedAsncreases in Fig. 13,
shows the delay violation probabilities obtained for the flowthe utilization decreases as the valuegfohcreases in Fig. 14.
from IR;, IR2, andIRg, respectively. We find that the traffic Thus, the value ofl" needs to be selected considering the
from IR; has a higher delay violation probability than theradeoff between the delay QoS and the resource utilization.
traffic from other Ingress Routers. The performancelRf On the other hand, EAC exhibits very low utilization as
and IR, was very similar when there was no high priorityshown in Fig. 14. We find that the service envelope of
cross traffic. The reason why the performancédf is worse EAC may estimate the service capacity of a given path very
than other Ingress Routers is as follows. Only the traffic froeonservatively. As an example, let us consider a server with
IR, interferes with two traffic streams frofiR; andIR; while  a fixed service rat&” and we assume that we can measure
other traffic flows fromIR, andIR3 interfere with only one the arrival and departure time of each arriving packet. If one
traffic stream fromIR;. Due to this higher interferencéR; packet with the packet size éfrrives, then the traffic amount
may experience higher delay violation probability. Howeveof [ is served during an interval df/C. From the service
even forIR; the delay bound is statistically guaranteed fognvelope, we can estimate the service raté/é§5C) = C.
the delay bounds of up to 120 msec wheg- 1.5. Thus, when there is no fixed delay component, the service

We also evaluated the proposed admission control scheoapacity may be estimated reasonably. As a more realistic case,
in the presence of low priority cross traffic by sending lovet us assume that the packet sent by the sender can arrive at
priority traffic from NodesS, and S, to Nodes D, and the server after a non-zero fixed deldy. Since EAC neither
D, respectively. However, we found that the delay violatiodetects a fixed delay component nor removes the fixed delay
probability and the utilization were not much affected bgomponent from the end-to-end delay, even though packets are
the low priority cross traffic because the interference of loarriving at an interval ofl; + I/C the service envelope can
priority cross traffic on the service of premium class traffic ibe constructed. In this case, the service rate estimated from
negligible due to the priority scheduling at core routers.  the service envelope becomigd; + /C') when there is no

We now investigate the effect of measurement time windogvoss traffic. We need to note that the estimated service rate
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Fig. 13. Effect of T" on the delay violation probability and performanceFig. 15. Comparison of the delay violation probabilities for different link
comparison with egress admission control (EAC) scheme rates with a mix of traffic patterns (exponential on-off, Pareto on-off, self-
similar traffic) in the presence of high priority cross traffic

1

50 Mbps than for 10 Mbps. Since bandwidth resources are
allocated conservatively according to the peak rate of each flow
during a window, a higher acceptance rate during a window
implies more frequent conservative allocation of resources.
Due to this conservative allocation of resources, the delay QoS
is well satisfied for a link rate of 50 Mbps. When the variance
estimation error is compensated with the VMF of 1.5, the
guaranteed delay bound increases from 80 msec to 120 msec
. . . . . . for the link rate of 10 Mbps and it also increases from 100
40 60 80 100 120 140 160 msec to 150 msec for the link rate of 50 Mbps. Thus, VMF
Detay bound (do) (mseo) is helpful to guarantee the statistical delay bound for a rather
Fig. 14. Utilizations of linkER; — Dy for various measurement window large delay bound. Through many simulations, we find that
T and comparison with EAC no VMF is needed for the delay bound of up to 80 msec, the
VMF of 1.5 can guarantee the delay bound of up to 120 msec.
According to (12), the admissible bandwidi# is determined
can become very small regardless of cross traffic wiieis by the bound on the variable component of deldy ¢ Dy),
much larger than the packet service tity€'. Since the service but not by just the delay bound. In the current simulation
capacity is significantly underestimated in our scenario by ttgstting, the fixed delay component; is only around 15-20
reason, the utilization is low for EAC. msec, i.e. three or four times the propagation delay (5 msec).
Thus far, we have fixed the link rate of each link to 10 Mbpgiowever, in real networks the value db; is likely to be
We now investigate the performance of the proposed admisslarger than 20 msec due to the larger number of hops and
control scheme for different link rates with a mix of trafficsome processing delay component at the end hosts. Thus, if
patterns. Fig. 15 compares the delay violation probabiliti¢ge fixed delay component is over 50 msec, then VMF of 1.5
for two different link rates, 50 Mbps and 10 Mbps. Th&an guarantee the delay bound of up to 150 msec.
measurement window length is fixed to 1 second. In this Fig. 16 compares the utilizations of two link&R; — D,
scenario, high priority cross traffic is applied fraffj to D, and ER, — D, for two link rates, 50 Mbps and 10 Mbps.
and all the three types of traffic patterns (exponential on-offhe environment is the same as the case of Fig. 15. We only
Pareto on-off, self-similar) are used for the high priority traffishow the utilization for the VMF of 1.0 since we explained
flows. The average flow inter-arrival time is 1 second for eac¢he difference in utilization caused by VMF at Fig. 8. We can
traffic pattern at each Ingress Rout@d;(: = 1,2,3). Since observe that the utilization dR; — D, is lower than that of
IR, has the highest delay violation probability among ingredsR,; — D; when the link rate is the same. The lifilR; — D,
routers, Fig. 15 shows the delay violation probability for onlyeceives traffic from two Ingress Routdi3; andIR;, but the
IR;. We can observe that the delay violation probability isnk ER, — D, receives traffic from only one Ingress Router
lower for higher link rates. This is because the resourcéBs. Since the linkR; — R, is shared by botiR, andIR3,
are used more conservatively in case of a link rate of 99, — R, is the bottleneck link on the path betweHR; and
Mbps. Under the same admission request arrival patteriid,. Thus, if half of the link rate of?; — R is used byiR,
the net amounts of available and admissible bandwidths dhe utilization of ER; — D, can not exceed half the link rate
usually higher for a link rate of 50 Mbps than for 10 Mbpsof R; — Re. On the other hand, when the traffic rate from
Consequently, the effective arrival rate of accepted flows féR; to D, is low, IRy can send more traffic t®,. Thus, the
a time window of the lengthil’ is higher for a link rate of utilization of ER;—D; is usually higher than that &R, —D.,..

0.8

o
=)

Utilization

o
~

0.2
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! probability €), fixed delay componentl{;), and the meamn
X/e/»e/*/* and variance? of the available bandwidth, we can understand
081 ] the effect of each factor on the admissible bandwidth intu-
itively. Using the probing scheme developed in [30], we can
§°° T S L estimate the available bandwidth and can obtain the mean and
g S e variance from the history of the available bandwidth. In case
Coaf f Link rate = 50 Mbps (ERy - D1) that the probing scheme can not accurately track the available
t::';{:;gzigmggggfgl;i bar_1dW|dth dL!e_to _too frequent and Iarge-scale_changes, a
02 Link rate = 10 Mbps (ERz2- Da) -+ 1 variance multiplication factor (VMF) can be used in order to
compensate the variance?) estimation error.
05 - - m = " 0 Through simulations, we investigated the effect of VMF

Delay bound (do) (msec) ~, measurement time window’, and link rateC' on the
performance of the proposed admission control scheme. As
fFiga_lf?- Colmﬁarison of :]he Ut_“izé}tionf? of the link®t; — Dy af)dlERz;fDa the delay boundd) increases, more traffic flows are admitted
Oonr_o:cf‘esrglr}fs'i%”;a;tfrzf"f‘;g) Al (F’)rg:er'fcsfg]feg%i(gﬁgﬁ?;Ztr'gsgrt‘rgﬁibparet%nd the variance estimation error tends to increase collaterally.
Thus, larger values of VMF are required for large delay
bounds. Through many simulations, we find that VMF is

We also observe that the utilization increases as the link ray@t needed wheni, — Dy is less than 60 msec and the
increases. We can find a reason for the improved utilizatidfVF value of 1.5 can statistically guarantee the delay bound
from (12). If o = 0, then the admissible bandwidth* will When do — Dy is less than 100 msec, whe®; is the
be equal to the available bandwidth If we admit flows up fixed delay component of the target path./¥; is 50 msec,
to the rate ofR* according to the admission control algorithnthen the VMF of 1.5 is enough fof, of up to 150 msec.
of Subsection V-D, then the utilization of the tight link whichAS the measurement windo® increases, the delay QoS is
has the minimum available bandwidth on the given path wiyell satisfied, but the utilization is lowered since bandwidth
be 1, sincez = C — A, whereC is the link rate of the tight resources are conservatively allocated during a time window
link and \ is the arrival rate of cross traffic at the tight link in0f 7" Thus, too large values df’ are not good in terms
a given time interval. If bandwidth resources are allocated @ Utilization. Since large values df' lead to conservative

to R* wheno # 0, the the utilizationu can be expressed as allocation of bandwidth resources, a proper valuelotan
N R yield a high utilization while guaranteeing delay QoS for a
_|_ *
u = =

1 log(e)o . (15) wide range of delay bound. Finally, we find that the proposed
C 2(do — Dy)aC admission control scheme yields higher utilization at high link

We need to note that the second term on the right hand side>Bf€ds by (15). Since the link speeds are high on the order
the above equation is negative duddg(s). If we assume that Of Gbps these days, our scheme can be effective in achieving
the available bandwidth is proportional toC' approximately, & high utilization while guaranteeing the delay bound in real
then the second term is proportionabt®/a?. The sigma/mean NEWOrKs. o o

ratio, o /a of the available bandwidth tends to decrease as theSince the proposed admission control scheme satisfies the
link rate C' increases and more traffic flows are multiplexedl€lay performance requirements for most delay bounds and
Thus, a decrease in the absolute value of the second tefig{ds a rather high utilization without cooperation of core.
yields higher utilization as the link rat€' increases. These fouters and per-flow state management, the proposed admis-
days link speeds are high on the order of Gbps. At these higRn .control algorithm and architecture can _be a scalable
link speeds, our scheme can be effective in achieving a hi@glutlon for the delay QoS guarantee problem in IP networks.

utilization by (15).
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