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Abstract—Internet of Things (IoT) networks are key to the
realization of modern industries and societies. A key application
of IoT is in smart-grid communications. Smart-grid networks are
resource constrained in terms of computing power and energy
capacity. Similarly, the wireless links between devices are typi-
cally associated with high packet-loss rates, low throughput, and
instability. To provide a sustainable communication mechanism,
an IoT network stack is proposed for these devices. However, each
network stack layer has its own constraints. For example, to facil-
itate the operation of these low-power and lossy network (LLN)
devices, the international engineering task force (IETF) stan-
dardized a network-layer protocol called a routing protocol for
low-power and lossy networks (RPLs). RPL often creates an
inefficient network in densely deployed and varying traffic load
conditions. Future dense IoT-based networks are expected to
automatically optimize the reliability and efficiency of communi-
cation by inferring the diverse features of both the environments
and actions of the devices. Machine learning (ML) provides a
promising framework for such a dense network environment. In
this study, we examine the underlying perspective of ML for such
systems. We utilize the multiarmed bandit (MAB)-based expected
energy count (BEEX) technique, which provides nodes the ability
to effectively optimize their operation. Using the proposed mech-
anism, nodes can intelligently adapt their network-layer behavior.
The performance of the proposed (BEEX) algorithm is evaluated
through a Contiki 3.0 Cooja simulation. The proposed method
improves the energy consumption and packet delivery ratio and
produces a lower control overhead than other state-of-the-art
mechanisms.

Index Terms—Energy consumption, Internet of Things (IoT),
multiarmed bandit (MAB), reinforcement learning, RPL.

I. INTRODUCTION

THE Internet of Things (IoT) has been applied to vari-
ous fields of application, owing to its potential effect on
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our daily lives. IoT is an extensive system of interconnected
sensing devices having unique characteristics, such as lim-
ited memory, limited battery capacity, and limited processing
power [1]. In a resource-constrained environment, enabling
sustainable smart communication for future IoT networks is
one of the most critical aspects of an IoT network design.
IoT has several applications in smart sustainable cities [2],
smart healthcare [3], smart industries [4], smart grids [5],
smart homes, and smart agriculture [6]. The demand for IoT
applications is continuously increasing, and billions of IoT
devices are already connected. According to a Statista report,
75 billion IoT devices are expected to be used by 2025, and
IoT technology is key to the realization of modern industry
and society. With the development of the fourth industrial
revolution (Industry 4.0), in particular, IoT has penetrated
industrial systems, which has been referred to as the Industrial
IoT (IIoT) [7].

One of the key IoT applications in an industrial setting
is the smart grid. A smart grid is referred to as a commu-
nication network of smart sensors that sits on top of the
electricity grid to sense, analyze, and transmit data from vari-
ous power grid components [8]. The smart-grid infrastructure
aims to provide power management to the electricity grid
system. One such example of a smart grid is the advanced
metering infrastructure (AMI). AMI develops a bidirectional
communication network between smart meters and utility con-
trol centers to automatically measure electric usage, collect
voltage and current data, identify theft and tampering, and
connect and disconnect services. AMI is a key component
of a smart-grid system and applies other services, including
adaptive pricing, improving energy efficiency, reliability, and
power system control and monitoring [9].

Smart meters are usually embedded resource-constrained
devices with restricted computing power and storage and gen-
erate a large amount of data daily. For such a large amount of
data sharing, providing an appropriate communication tech-
nology is one of the core issues in IoT-based smart-grid
systems. Owing to the lossy nature of a wireless environ-
ment, links between devices are typically associated with high
packet-loss rates, low throughput, and instability. The use
of link-layer technologies normally includes IEEE 802.15.4g,
IEEE 802.15.4e, IEEE 1901.2, and IEEE 802.11 standards.
These types of networks are described as low-power and lossy
networks (LLNs). In an LLN environment, these IoT nodes
must intelligently handle data processing, energy consump-
tion, and communication mechanisms. Energy is particularly
important for the nodes in an LLN setting. The nodes consume
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most of the energy during communication and, thus, reliable
connectivity in an LLN environment is particularly important
for sharing real-time data [9]. Facilitating an interconnected
IoT-based smart-grid system for sustainable communication
requires an efficient and intelligent networking mechanism.

Constrained resources raise numerous challenges for LLN
devices. To deal with such challenges, both hardware and
software-based approaches have been proposed for these
devices. However, hardware-based mechanisms incur high
system costs due to additional hardware installation. By using
software-based methods, efficient networking protocols can
be designed. Moreover, lightweight IoT operating systems,
such as Contiki, TinyOS, and RIOT have been developed
to efficiently manage limited resources [10]. To facilitate the
operation of these LLN devices, a modified network stack
for IoT communications is designed. For example, the routing
over lossy and low-power networks (RoLLs) working group
of the international engineering task force (IETF) standard-
ized a network-layer protocol, called a routing protocol for
low-power and lossy networks (RPLs) [9].

RPL is designed to provide Internet protocol version 6
(IPv6) connectivity to LLN devices. It creates a tree-like
routing topology called a destination-oriented directed acyclic
graph (DODAG). The DODAG is constructed using a spe-
cific objective function (OF). The IETF RoLL working group
standardized the minimum rank with hysteresis OF (MHROF),
which is based on the expected transmission count (ETX) as a
default metric defined by RFC 6719 [12]. Similarly, OF zero
(OF0) is based on the hop count as a routing metric [13]. The
OF aims to optimize specific network parameters, such as the
energy, delay, or throughput. The ETX-based rank provides an
approximation of the number of required transmissions to suc-
cessfully deliver a packet to the sink node based on their link
qualities toward the destination node. In MRHOF, the link
quality is assessed by broadcasting probe packets at regular
intervals. The probe packets are rebroadcast by the receiv-
ing node. This continuous link evaluation process depletes the
resources of the node.

A dynamic and lossy environment drastically affects the
IoT communication mechanism. RPL is designed to meet a
wide range of LLN applications, including large-scale AMI
systems. Although smart meters are static, the link between
two communicating meters is generally unstable, owing to
wireless fading and interference. In addition, the standardized
RPL mechanism is unable to resolve unbalanced load and
energy distribution problems, particularly for nodes that are
closer to the sink. Managing the resources in a lossy environ-
ment is essential for next-generation IoT-based AMI networks.
The self-sustainability of the AMI network infrastructure with
a lower control overhead, lower energy consumption, and
higher throughput is required for the next-generation AMI
infrastructure. To sustain RPL-based LLN nodes, it is desir-
able to manage the energy resources and link quality and
consequently construct a DODAG that improves the network
lifetime and packet delivery ratio (PDR). However, utilizing
energy information to create a DODAG based on a simple rule-
based scenario is also ineffective in sustaining a large-scale
AMI infrastructure.

For managing the performance in a lossy environment,
next-generation learning-based techniques are more intelli-
gent and self-sustaining. Future dense IoT-based LLNs are
expected to automatically optimize the reliability and effi-
ciency of communication by inferring the diverse features
of both the environments and the actions of the devices.
Machine learning (ML), which is one of the most widely
used artificial intelligence applications, provides a promising
framework for such dense LLN environments [14]. We can
foresee an advanced IoT system that can efficiently man-
age its sources with the help of ML. An intelligent IoT
device monitors and learns to perform a specific action to
maintain a specific output metric. For example, one of the
recently proposed resource allocation protocols called the
intelligent collision probability learning mechanism (iCPLA),
optimizes the network-layer operation using the Q-learning
technique [15]. However, a Q-learning algorithm functions
inadequately in numerous dynamics such as in an IoT system
model where reward probabilities may change over time owing
to a change in network conditions. The iCPLA technique is
also unable to change reward weightage during node learn-
ing phases. Furthermore, the proposed Q-learning mechanism
also takes a 2-D array of states and actions and, thus, it
has a complexity of O(n)(a), where n and a represent states
and actions, respectively [15]. Q-learning also incurs higher
delays due to the complex learning process. In a nonstation-
ary reward distribution setting, it is more practical to assign a
weight to recent rewards than to previous rewards. This can
be achieved by employing a recency-weighted average bandit
scheme. To cope with the aforementioned Q-learning prob-
lems, it is observed through extensive Contiki OS cooja-based
simulation, the resource allocation issue of IoT devices can
be solved with the simplest RL technique such as multiarmed
bandit (MAB) [16].

In this study, we examine the underlying perspective of
ML for AMI systems. Furthermore, we formulate the learning
problem as a MAB task to choose the best strategy at each
sensing epoch. MAB is an ML problem, in which a player
attempts to obtain the maximum reward from a number of slot
machines. The large-scale network link-layer operation can be
optimized by integrating the MAB mechanism using energy as
a learning metric. The proposed mechanism is integrated with
each node that recursively examines its energy resources and
link conditions. It learns and tunes the OF for RPL-based LLN
nodes and updates the routing table entries by utilizing less
control overhead. In this article, we propose a bandit-learning-
based expected energy count (BEEX) mechanism to optimize
a large-scale network link-layer operation.

The main contributions of this study are summarized as
follows.

1) We first introduce the bandit model and system formu-
lation for the IEEE 802.15.4 RPL-based network. We
incorporate idiosyncrasies related to LLNs in our system
model. This includes the effect of the MAC layer prob-
ing mechanism on node resources and the RPL-based
load-imbalance issue of the ranking mechanism.

2) To construct the routing table entries, we introduce an
expected energy count (EEX)-based ranking mechanism.
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The EEX information is embedded in a control packet
called a DODAG information object (DIO). The trans-
mission of the DIO packet is based on the trickle-timer
mechanism (RFC 6206).

3) We developed a bandit framework that utilizes learned
Q-values to intelligently construct routing table entries.
Our analysis accounts for both high-and low-density
networks. We also analyzed the network in a fluctuating
traffic environment.

4) The proposed mechanism investigates the AMI wire-
less environment by employing an exponential recency
weighted average (ERWA) bandit scheme in which
reward probabilities may change over time owing to a
change in network conditions. The network condition
can change owing to a fluctuating traffic load or a change
in network size with a node failure or node addition.
Under such a nonstationary reward distribution setting,
it is more practical to assign a weight to recent rewards
than to long previous rewards.

5) We improve the trickle-timer operations of the nodes by
suppressing the DIO control packet transmissions during
the exploitation phase. The proposed method maintains
the stability in the network to establish a DODAG
either by exploring the environment using embedded
EEX information in the DIO packet or by exploiting
the environment using the estimated Q-value.

6) The standard and extended performance assessment
metrics (i.e., PDR, control overhead, and energy con-
sumption) are comprehensively utilized to evaluate the
performance of our proposed mechanism.

The remainder of this article is organized as follows. The
background and related studies are presented in Section II.
The proposed MAB-learning-enabled mechanism is described
in Section III. Section IV provides the experimental results and
discussion, followed by some concluding remarks in Section V.
The acronyms used in this study are listed in Table I.

II. BACKGROUND AND RELATED RESEARCH

A. RPL Routing

IoT devices face environmental challenges and resource
management problems. A dynamic and lossy environ-
ment drastically affects the IoT communication mechanism.
Managing resources in a lossy environment is essential for
next-generation IoT-based networks. The IETF standardized
the RPL protocol for LLN devices. The RPL protocol uses a
certain OF to construct a routing topology called the DODAG.
OF defines the use of a particular metric for rank calculation.
For example, the standardized OF0 finds the shortest link dis-
tance to the sink node, irrespective of the link condition. It
selects a parent node that has a minimum rank in terms of the
distance from the sink node. In contrast, ETX-based OF uses
a path that requires a minimum number of retransmissions to
deliver a packet to the DODAG root node. The rank values
increase monotonically from the root node toward the child
nodes. The rank of the child node is always more extensive
than that of the parent node to avoid the routing loop. The
root node is ranked 1, the next-hop node is ranked 2, and so

TABLE I
LIST OF ACRONYMS USED IN THIS ARTICLE

on. The ranks were calculated as follows:

Rank(c) = h+ Rank(p)+ rankincrease (1)

where Rank(c) is the child node rank, and h represents the
one-hop distance [12], [17]. In addition, Rank(p) represents
the parent node rank, and rankincrease is the variation factor
between the ranks of the parent and child nodes. In the stan-
dardized protocol, rankincrease is the ETX and hop count metric
for MRHOF and OF0, respectively. The ETX consumes 16 bits
in the control overhead object field. The 16-bit ETX value
was rounded to the nearest whole number. For example, if
ETX = 2.3, then the object field value is 2.3× 128 = 294.

The RPL is standardized for a lossy network environ-
ment. Each node in the DODAG maintains a list of can-
didate parent nodes set for fault-tolerance purposes. The
construction of DODAG involves the exchange of Internet
control message protocol version 6 (ICMPv6) control mes-
sages called a DIO. Other control messages include DODAG
advertisement object (DAO), and DODAG information solici-
tation (DIS) [11]. The DODAG constructions begin as follows:
first, the sink node transmits DIO messages that contain its
rank calculated from an OF. Next, the receiving node measures
its rank and broadcasts the information to neighboring nodes.
The neighbor nodes continue this process until all DAG nodes
receive the DIO message. The child node sends the destina-
tion information to the parent node through a DAO message.
Any node that does not receive a DIO message can request
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(a) (b)

Fig. 1. RPL DAG with (a) control message sequence and (b) DODAG
construction.

joining the DODAG using the DIS message. Fig. 1 shows the
transmission direction of an RPL node control message. The
red and black colored nodes indicate a root and client node,
respectively.

The IoT nodes contain limited computational and energy
resources. It is highly desirable to limit the control over-
heads. The DIO control message transmission is governed by
a trickle-timer mechanism [18], [19]. The trickle timer man-
ages the energy consumption by controlling the rate at which
DIO messages are transmitted. If the network is consistent,
fewer DIOs are transmitted. It doubles the transmission period
each time the network is found to be inconsistent until the
timer reaches the maximum period. When an inconsistency
is detected, for example, a new node joins the DODAG or
link disruption, it resets the timer to the minimum value to
quickly update the DODAG. The trickle algorithm consists
of three variables, i.e., a message counter c, trickle interval
length I, and a random interval length t. It also has three
configuration parameters, i.e., redundancy constant kc, mini-
mum interval length Imin, and maximum interval length Imax.
In the start, trickle set I to a value between [Imin, Imax]. It
sets the counter c to 0. The trickle then selects a transmission
interval t from the range [I = 2, I]. Whenever there is con-
sistent transmission trickle increment the counter by 1. The
DIO is transmitted if the counter is less than the kc value;
otherwise, transmission is suppressed. When I expires, trickle
double the interval length until it reaches Imax. If inconsis-
tent transmission receives the timer is reset to an initial value.
The RPL control message structure is shown in Fig. 2, and a
detailed description of the RPL protocol features is provided
in Table II.

B. Related Research

In LLNs, improving the network reliability along with the
lifetime is of utmost importance. In recent years, numer-
ous variations in the RPL protocols have been presented.
For example, the iCPLA mechanism is based on cross-layer
optimization using the Q-learning technique [15]. This method
uses MAC layer collision information to perform network-
layer decisions. In iCPLA, a complex Bellman’s equation
determines the optimal policy. Similarly, queue-utilization-
based RPL (QU-RPL) [17] enhances the RPL performance
by utilizing the queue factor in the RPL OF. This method bal-
ances the routing tree using the queue utilization factor, ETX,
and hop counts. QU-RPL improves the congestion and load
balancing in the RPL network. However, the proposed OF

(a)

(b)

(c)

Fig. 2. RPL control message structure. (a) DIO message object. (b) DAO
message object. (c) DIS message object.

TABLE II
RPL FEATURES

does not consider the energy consumption of the node, which
may lead to low-energy node selection. Another technique,
CoA-OF, uses the QU, residual energy, and ETX for parent
selection [20]. The PDR, throughput, and energy consump-
tion are improved, but they incur frequent parent switching in
high traffic networks, which also causes high control overhead.
Taghizadeh et al. [21] proposed a QU for energy efficiency and
packet-loss issues in heavy traffic load networks. The proposed
mechanism shows improved results in terms of energy and
packet loss, but the control overhead is increased.
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The enhanced RPL (E-RPL) [22] mechanism improves the
energy consumption by limiting the control overhead trans-
mission. Limiting the control overhead to update the rank
information increases the network convergence time. Another
technique based on energy and the ETX metric is based on
fuzzy logic. Although the mechanism improves the throughput,
the energy consumption increases. Similarly, Nassar et al. [23]
proposed a multiobjective function to enhance the Quality of
Service (QoS) of a smart grid. The routing metric is based on
the ETX, delay, and power states. The proposed mechanism
assigns weightage to the routes based on the power state. This
mechanism improves the E2E delay, PDR, and network life-
time. However, this mechanism is unable to deal with changes
in network dynamics. Lamaazi and Benamar [24] proposed a
solution for energy efficiency and data reliability. The path
selection metric is based on the ETX, energy consumption, and
forwarding delay. Although the proposed solution improves
the delivery ratio and energy consumption, the control over-
head is increased. The genetic-based mechanism improves
the end-to-end delay, packet transmission delay, and energy
utilization. This method uses multiple metrics, such as the
residual energy, ETX, weighted queue length, hop count, and
delay. However, control overhead was also not considered
in this mechanism. Another technique based on energy and
the ETX metric is based on the fuzzy logic technique [25].
Although the mechanism improves the throughput, the energy
consumption increases. Ghaleb et al. [26] provided a load-
balancing solution by maintaining the list of child nodes. The
child node list was updated using a fast propagation timer.
This improves the network reliability in terms of the PRR,
and increases the network convergence time. A stability-aware
load-balancing (SL-RPL) [27] mechanism is proposed to avoid
load balancing and frequent parent-switching mechanisms. SL-
RPL utilizes the ETX and packet transmission rate as a routing
metric.

Ancillotti et al. [28] proposed a link quality estima-
tion (LQE) strategy for RPL. The LQE employs a received
signal strength indicator (RSSI) and the ETX metric to
enhance the link repair procedure (RL-Probe). While applying
RL-Probe, the control overhead is increased. Aziz et al. [29]
utilized a MAB-based clustering mechanism for ETX prob-
ing. However, communication with the cluster head incurs
additional control overhead.

All of these solutions either incur a high energy consump-
tion, high control overhead, or an inability to handle changes
in network dynamics. For next-generation networking mecha-
nisms, such as AMI, the network should have learning-based
protocols instead of rule-based methods.

III. PROPOSED MAB-LEARNING-ENABLED ENERGY

CONSERVATION FOR LOW-POWER AND

LOSSY IOT NETWORKS

A. Machine Learning and MAB-Learning Model

ML, a subcategory of artificial intelligence, is divided into
three groups: supervised learning, unsupervised learning, and
reinforcement learning [30]. In supervised learning, an agent
uses input values to predict the output values [31]. In this way,

the agent can predict the outcome of future events using regres-
sion and classification methods. In contrast, the unsupervised
learning technique is used to reduce the features in the data
set by finding symmetries in the data, for example, k-means
clustering [32], an independent component analysis [33], and
a principal component analysis [34].

In contrast, RL trains the agent to take action in an envi-
ronment to optimize the reward. The RL mechanism aims to
find an optimal method to achieve a specific goal. In the case
of sensor networks, the agent is a sensor node that learns and
makes decisions after learning an unknown environment. The
sensor node learns an action by adapting to fluctuating network
conditions to pursue its goal. RL decision-making problems
could be bandit problems or Markov decision process (MDP)-
based problems [30]. A Markov process consists of states; for
each state s, there is a set of actions a. The agent takes action
a in state s and transitions to the next state s′. A reward is
given during the state transition process. During this process,
a discount factor and learning rate were used to optimize the
learning estimate. If the learning rate α is high, the node learns
new values more, and if the learning rate is low, the node tends
to learn new values less. Thus, if the learning rate is high, the
learning estimate varies because, in each episode, the node
tends to give more consideration to new rewards without con-
sidering previous experience. As the learning rate decreases,
the learning estimate becomes stable by considering both the
current value and the previous experience.

If the RL problem does not satisfy the Markov property,
the problem can be solved using the bandit technique [16].
For example, in a case in which there is only one state or
the states are static, then the process reduces to only a set
of actions and rewards depending on the action taken and a
discount factor. Under such scenarios, the bandit technique
can be used to solve the process. The bandit is a classical RL
decision-making problem-solving technique in which an agent
performs a sequence of trials to find a strategy that maximizes
the total payoff. If there is one possible action, it is called a
single-armed bandit, also known as a slot machine. If the agent
has to choose an action from multiple actions, it is known as
a MAB problem.

The MAB is a classic RL decision-making technique. The
MAB is suitable in situations where agents have to choose
from a set of actions in a sequence of trials to maximize the
total payoff in the future. The agent has different options and
must choose one of the options during each iteration. In MAB,
there is a slot machine with K arms called bandits. Each arm
has its own probability of success. Pulling each arm gives a
positive reward (r+) for success and a negative reward (r−)

for failure. The objective is to pull the arm in a sequence
of trials to maximize the total reward in the long run. The
probability distribution of each arm was learned using trial-
and-error and a value estimation. With each action, there is an
action value Q(a) that helps the agent improve its future action
decisions. With each iteration or episode, the agent updates the
value of Q(a).

The agent either explores the actions or exploits the previous
experience. Exploitation is the process of making the best
decision given the available date, whereas exploration refers
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to the process of acquiring additional data. In learning tech-
niques, there must be a balanced exploration and exploitation.
Exploring too much may yield a negative reward, and if the
exploitation is high, it may prevent an optimal long-term
reward. The exploration–exploitation tradeoff can be achieved
using the epsilon-greedy (ε-greedy) technique. In ε-greedy, the
ε value was between 0 and 1. For example, if ε is 0.5, the
algorithm will apply 50% exploration and 50% exploitation.
Similarly, if ε = 0.7, the exploration rate is 70%, and the
exploitation occurs 30% of the time. The ε-greedy can add
randomness to ML problems [34].

The devices conduct the actions in two ways: first, it selects
an optimal action based on Q(a) as a reference, and second,
it performs a random action and updates Q(a). If an agent
maintains the estimates of the action values, then at any time
step, one of the estimated values of the actions is the high-
est. Selecting the highest estimated action value is called a
greedy action. Nongreedy actions help improve the estimation
of the action values. Whether it is better to explore or exploit
depends on the value of the estimates, learning convergence
fluctuations, and number of remaining steps. Balancing the
exploration and exploitation of K-armed bandits and related
problems can be achieved using many sophisticated models.
Based on averaging the rewards, Qn(a) is updated by taking
the sum of rewards of action a prior to the nth step divided
by the number n− 1 times that action a is taken

Qn(a) = 1

n− 1
(r1 + r2 + · · · + rn−1) (2)

where n−1 indicates the number of times action a was chosen
in the past. The rewards r1+r2+· · ·+rn represent the stochastic
rewards for each time action a is chosen. If the denominator is
0, then Qn(a) is defined with a default value such as zeros. If
the denominator is infinity according to the law of large num-
bers, Qn(a) converges to Q(a∗). This method is also known as
the sample-average method because the estimate of Qn(a) is
the average of the samples of relevant rewards. The obvious
rule is to select the action that provides the best Qn(a) esti-
mate, that is, arg max Qn(a). This is a greedy approach and
exploits the current knowledge to choose the best estimate.

The value of Qn(a) can also be updated using the ε-greedy-
algorithm, which means that it behaves greedily most of the
time while intermittently selecting randomly from among all
of the actions

A←
{

arg max Qn(a), with probability 1−ε

random action with probability ε.
(3)

The bandit technique deals with the problem in which there
are multiple options to choose from, and not much information
about the options is available. We can also refer to these prob-
lems as being part of stochastic scheduling. The origin of these
problems is based on the strategies used to play a slot machine.
In a slot-machine problem, the player pulls the lever to receive
a reward. The reward distribution of each machine is changed
over time. The player’s objective is to make more money by
finding the highest payoff pattern. Finding the right machine
and right combination is an extremely important factor for
players to win big in the future. The notations used in this
study are listed in Table III.

TABLE III
LIST OF NOTATIONS

B. Link Quality Assessment Mechanism

The standardized MRHOF-based key metric for calculating
the quality of the links is the ETX. The ETX mechanism is a
link-layer function that calculates the link quality using a prob-
ing mechanism. With this method, the node transmits a probe
packet and measures the number of retransmissions required
to transmit the probe packet successfully. ETX is based on the
callbacks of the CSMA protocol, which provide information
on a number of retransmission attempts [36]. Under a wire-
less transmission scenario, when a transmitting node sends
a packet to the destination node, the destination node sends
an acknowledgment (ACK) packet to the transmitting node.
When an ACK is received during a specific time duration, the
transmission of a packet is considered a success; otherwise,
the sending node retransmits the packet. The IoT node mea-
sures the number of data frame transmissions and the number
of received ACK frames. The ETX is estimated by measuring
the probability of frame loss ratio at the link l to each neigh-
bor in the forward direction as df and in the reverse direction
as dr. Each attempt to transmit a frame can be considered a
Bernoulli trial. The probability p that frame transmission from
node x to y is unsuccessful is

p = 1− (
1− pf

)× (1− pr). (4)

The ETX for the successful delivery of frame after k
attempts in a single hop is measured as

ETXl =
∞∑

k=1

k × pk × (1− p)k−1 = 1

1− p
. (5)

The ETX in terms of forward delivery ratio df , i.e., (1−pf )

and reverse delivery ratio dr, i.e., (1− pr) is measured as

ETXl = 1(
df × dr

) . (6)

The delivery ratios df and dr are measured using a
link probe packet. Alternatively, ETX represents the link
reliability as

ETXl = 1

reliability (l)
. (7)

The value of ETX indicates only the link quality between
the two nodes. The cumulative ETX considers all expected
numbers of transmissions to the sink node; for example, the
cumulative ETX is the sum of each hop ETX. In an RPL-based
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Fig. 3. Contiki OS Cooja simulation of four client nodes as example scenario
to illustrate cost Tx (mJ).

TABLE IV
SAMPLE CONTIKI Energest VALUES OUTPUT FOR THREE NODES

network, the nodes are ranked based on their position in
the DAG and the link quality metric. As specified in (1),
rankincrease is the ETX value.

C. Energy Assessment Mechanism

A node generates packets at random transmission rates.
With each packet transmission, the node consumes valuable
energy resources. The nodes utilize most of the energy in
the electronic circuits during the communication phases. The
nodes at a longer distance to their parent nodes need to uti-
lize a higher radio power, and as a result, their onboard battery
power is depleted early. The transmission energy is the amount
of energy required to transmit k-bit of packets to a node at a
distance d [37], [38]. This is defined as follows:

ET(k, d) = Eele × k + Eamp × k × dp (8)

where Eele is the energy required to run a transmitter or cir-
cuit, Eamp is the transmit amplifier to achieve an acceptable
Eb/No, and p is the path loss index. The typical values of these
parameters are Eele = 50 nJ/bit, Eamp = 100 pJ/bit/m2, and
2 ≤ p ≤ 4., respectively. In Contiki OS [39], the Energest()
function is used to estimate the power consumption of the
node. The Energest module implemented in Contiki OS pro-
vides the accumulated time the sensor node spends in different
communication modes. For example, the transmission energy
consumption is expressed as follows:

Tx (mJ) = (Energest_Tx× 17.4× 3)/32768. (9)

The Energest() model provides the value of E_Tx, where
17.4 mA is the current consumption required to run Zolertia
Z1 mote, and consumes 3 V [40]. Similarly, 32 768 is the
tick-per-second value of the Z1 mote. We obtained Energest
values at 10 s intervals using different nodes as a parent node;
for example, in Fig. 3, if node 2 selects nodes 3, 4, or 5 as
a parent node, the corresponding Energest and Tx values are
as given in Table IV. These values were obtained using the
Contiki Cooja simulation environment.

TABLE V
OPTIMIZATION OF LLN NODES USING BANDIT METHOD

D. Proposed Bandit-Learning-Based Expected Energy Count
RPL Mechanism

In this article, a BEEX RPL mechanism is proposed. In the
IoT network, each node has an M ∈ (1, . . . , m) set of neigh-
boring nodes. A node selects one of the neighboring nodes for
the path forwarding decision. The ETX of each neighboring
node might be different owing to the different link condi-
tions. The ETX parameter is based on the number of expected
retransmission attempts, and each retransmission attempt con-
sumes the energy resources. We can also define the ETX value
in terms of the energy unit as follows:

EEXt = ETX× Tx. (10)

To represent ETX in terms of the energy metric unit, we
utilized (10) as rankincrease in (1). The energy metric also rep-
resents the reward function for the bandit protocol Q-value
generation. Each action results in either a positive or nega-
tive reward. The increment or decrement in EEXt represents
a reward of +1 or −1, respectively. The reward function R
is computed as a function of EEX. The reward for transmis-
sion from the child to parent nodes is defined as a piecewise
function

R =
{−1, if EEX increases
+1, otherwise.

(11)

The bandit framework of the proposed study is summarized
in Table V. In the bandit algorithm, the selection of a particular
forwarding node is an action. The reward or reinforcement signal
describes whether the action is favorable. The averaging method
estimates the reward if the reward probability distribution does
not change over time. In the case of a wireless environment,
the reward probabilities may change over time, owing to a
change in the network conditions, for example, a change in
network size owing to a node failure. In such cases, the bandit
problem can be solved by assigning more weight to recent
rewards than to long-past rewards. In such a nonstationary
reward distribution setting, the update rule (2) changes to

Qn+1 = Qn + α(rn − Qn). (12)

The value of α is a constant step-size parameter, and its
range is between 0 and 1. The value of (rn − Qn) is an error
in the estimate (the target minus the old estimate). Estimating
Qn(a), it requires a record of all rewards obtained n−1 times.
This requires complex memory and computational require-
ments. With each reward, additional memory is required. An
incremental formula can be derived to reduce the computa-
tional and memory requirements. The node generates a Qn+1,
a value corresponding to each action using an incremental
formula, as follows:

Qn+1 = αrn + (1− α)Qn
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Algorithm 1 BEEX Framework (Updating Reward and Q-
Value)

1. Initialization: //The nodes initialize the reward and
Q-value globally and then instant reward and cumulative
reward for all actions are saved.

2. while the device is on do
3. set maximum retry limits = 3
4. set maximum back-off stages = 5
5. set CWmin = 0, CWmax = 31
6. set current reward = 0, Qn(a) = 0, Qn+1(a) = 0
7. Calculate ETX using neighbor_link_callback ()
8. Calculate EEX using new_ETX in (10)
9. if (EEX(current) = EEX(Previous)), then

10. reward = r+
11. else if (EEX(current) > EEX(Previous)), then
12. reward = r−
13. update reward table for action a
14. update Q-values table according to (13)
15. end if
16. end while

Qn+1 = αrn + (1− α)αrn−1 + (1− α)Qn−1

Qn+1 = αrn + (1− α)αrn−1 + (1− α)2Qn−1

Qn+1 = αrn + (1− α)αrn−1 + (1− α)2αrn−2

+ · · · + (1− α)n−1αr1 + (1− α)nQ1

Qn+1 = (1− α)nQ1 +
n∑

i=1

α(1− α)n−iri. (13)

Here, Qn+1 is based on the weighted average of past
rewards, as well as the initial Q1 estimate. The weight
α(1− α)n−i is given to the reward ri. In addition, (1− α)n

indicates that weight is given to reward ri and decreases as
the number of rewards increases. Algorithm 1 illustrates the
flow of the bandit-based learning mechanism to update reward
and Q-values.

The weights are given to the reward decay exponentially as
the number of rewards increases. The value of α is the step
size or the learning rate. If α = 1, the nodes assign weightage
to only the recent reward. This mechanism is known as the
ERWA. The node creates a Q-table of actions and rewards.
With each iteration or episode, the node updates the Q-table.
The episode is a 10-s duration of the transmission interval.
The Q-table is updated by exploring or exploiting the environ-
ment. In the exploration phase, the node utilizes the proposed
EEXt-based ranking mechanism, whereas during the exploita-
tion phase, a node uses the generated Q-value using (13) for
routing table entries.

The nodes use a trickle-timer-based DIO transmission mech-
anism to update the rank information. The DIO control
packet transmission also consumes energy and computational
resources. The purpose of bandit-based ranking allows nodes
to select the forwarding parent with a minimum number of
control overheads. During the exploitation phase, the node
uses the learned Q-value to select a forwarding path. Thus,
the node significantly suppresses the DIO transmission dur-
ing the exploitation phase by reducing the control overhead

Algorithm 2 BEEX Framework (Performing Action)
17. Initialize trickle parameters:
18. set I = Imin , counter c = 0,
19. New interval:
20. set I = I × 2
21. if (Imax ≤ I), then
22. I = Imax

23. end if
24. if (exploitation), then
25. find minQn+1(a) IP address
26. suppress DIO
27. end if
28. if (exploration), then
29. if (node = root node), then
30. root rank = 1
31. end if
32. if (parent = null), then
33. rank = max path cost
34. end if
35. if (parent ! = null), then
36. Rank

(
cj

) = h+ Rank(pi)+ rankincrease

37. rankincrease = EEX
38. end if
39. if (Rank(pi) = 0), then
40. rank = base rank (128)
41. end if
42. return MIN (Base rank + rankincrease)
43. embed rankincrease in DIO
44. ttimer = random[I/2, I]
45. if (consistent network), then
46. counter ++
47. else,
48. I = Imin

49. if (ttimer expires), then
50. broadcast DIO
51. end if
52. end if

without compromising the network performance. Algorithm 2
illustrates the node procedure to perform the action.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed system was evaluated in a simulation envi-
ronment using the Contiki OS Cooja simulator [39]. The
proposed BEEX mechanism is compared with the current
literature [15] along with other state-of-the-art (SOTA) tech-
niques as depicted in Figs. 4–8.

The network contains one root node and several client nodes
(i.e., a DAG size of 20–100). Each node generates traffic with
variable transmission rates, for example, one packet per sec-
ond, one packet every 2 s, one packet every 6 s, and one
packet every 60 s. We utilized system parameters according to
IEEE 802.15.4 standard and Z1 mote specifications. For exam-
ple, IEEE 802.15.4 PHYs layer only supports frames of up to
127 bytes. Similarly uIP, which is an open-source implemen-
tation of TCP/IP network protocol stack for microcontrollers
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Fig. 4. PDR (%) in different DAG-sized networks.

TABLE VI
SIMULATION PARAMETERS

allows a maximum IP payload size of 140 bytes. In the
802.15.4 MAC layer, the initial value of the backoff exponent
is 3 and it can reach a maximum of five backoff stages. The
Z1 mote uses the MSP430 low-power microcontroller, with
8-kB RAM and a 92-kB flash memory, and runs the IEEE
802.15.4-compliant CC2420 transceiver. The energy param-
eters are also according to Z1 mote specifications. All the
system parameters are according to standardized protocols
and Z1 mote specifications. Table VI explains the details
of the MAC and PHY layer parameters utilized during the
implementation of the proposed mechanism.

Fig. 4 shows that the proposed mechanism improves the
PDR, indicating that the bandit-based mechanism effectively
improves the network performance. The PDR defines the ratio
of packets successfully received by the sink node. Packet
collisions, congestion, and other environmental factors sig-
nificantly affect the PDR. We compared the PDR of the
proposed mechanism with those of the SOTA, i.e., MRHOF
and OF0 and QU-RPL and iCPLA mechanism. In addition,
QU-RPL and MRHOF offer a better PDR than OF0. Here,
OF0 is based only on the hop counts to forward the packets
and often selects a low-performing forwarding path, whereas
MRHOF uses only an ETX-based link assessment mechanism,
which fails to significantly improve the network performance.
Similarly, QU-RPL uses queue information along with the
ETX-based link assessment and develops a slightly more reli-
able network than MRHOF. The BEEX is more effective

Fig. 5. Number of DIO control overheads in different DAG-sized networks.

than the iCPLA technique due to faster learning process. The
proposed BEEX technique uses the bandit method to intelli-
gently learn and predict the best choice for path forwarding
while also maintaining a low DIO control overhead, as shown
in Fig. 5. The proposed mechanism incurs less data loss owing
to the faster learning-based selection of a forwarding path. The
MRHOF and QU-RPL also offer a higher PDR than OF0.
Low PDR, as in a case of OF0, creates an unstable network
with high retransmissions producing higher DIOs. Estimating
the DODAG construction using the BEEX mechanism has a
significant impact on the network performance.

The nodes update the rank value with the transmission
of the DIO control overhead. The control overhead is trans-
mitted iteratively according to the trickle-timer mechanism.
The transmission frequency of the DIO packets increases or
decreases depending on the network conditions. In the iCPLA
and proposed mechanism, the child node generates a Q-value
for each potential parent node. The Q-value represents the
quality of the parents in terms of the EEX metric in the
proposed technique. During the proposed mechanism exploita-
tion phase, the nodes select the best Q-value parent node
using (13). The DIO packets are suppressed when the node
exploits the environment. In this way, the control overhead
is reduced compared to other mechanisms without degrading
the performance. The proposed protocol has less DIO control
overhead as compared to QU-RPL, MRHOF and OF0 (Fig. 5).
The iCPLA and BEEX mechanisms incur almost similar con-
trol overheads while BEEX maintains lower delay that is one
of the critical aspects of IoT communication. The OF0 has
the highest number of DIO control packets owing to the poor
selection of the forwarding path by utilizing only hop count
information. Here, OF0 develops a DODAG based on the hop
count. In a large-scale IoT network, such as AMI scenarios,
load balancing and energy exhaustion are some of the main
problems of the network. The nodes close to the root node
face a high relay burden, which causes their energy resources
to deplete faster, thus leading to a node failure.

Since energy is one of the main problems in IoT devices,
we also compared CPU energy consumption of the proposed
mechanism compared to other protocols (Fig. 6). The CPU
energy consumption using the BEEX technique is lower than
iCPLA due to less complexity. Using the BEEX mecha-
nism, the scarce-resourced IoT devices can learn the wireless
environment faster than devices in the iCPLA mechanism. The
EEX-based OF for routing table generation, along with the
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Fig. 6. Total CPU energy consumption in different DAG-sized networks.

TABLE VII
SAMPLE OUTPUT OF A NODE CONTIKI ENERGEST VALUES

simplest RL mechanism helps to reduce complexity. The com-
plexity using MAB is O(K), where K is a set of arms or slot
machines (i.e., potential parents in our proposed technique).
Whereas the previously proposed Q-learning mechanism had
the complexity of O(n)(a) (where n and a represent states and
actions). It is more complex and resource-intensive to utilize
Q-learning.

The reduction in the control overhead and improvement in
PDR also impacts the total energy consumption of the node.
The node consumes most of its energy during the commu-
nication. A valuable energy resource is consumed during all
four stages of communication, that is, LPM, CPU, Tx, and
Rx. To obtain tick value in each stage of Contiki OS, we used
the Energest feature (energest flush()). The energy and power
consumption of each stage are measured as follows:

Energy (J) = (Energest× current× voltage)/32768. (14)

Here, Energest provides the count number of rtimer ticks
in each state. The sample outputs of the node Energest values
for all four stages are depicted in Table VII; for example, the
energest_CPU mote current consumption during LPM, CPUI,
Tx, and Rx are 20 μA, 42.6 μA, 17.4 mA, and 18.8 mA,
respectively.

Here, OF0 consumes the highest amount of energy (as
shown in Fig. 7) owing to the increased control over-
head. Compared to OF0, MRHOF, QU-RPL, and iCPLA, the
proposed method reduces the total energy consumption. In
the proposed method, the nodes learn, evaluate, and predict
actions faster and intelligently to achieve optimal performance.
If there are more collisions and congestion, the PDR is
reduced, and the network becomes unstable, which leads to
more DIO transmissions. Thus, OF0 incurs the highest num-
ber of control packets. The QU-RPL incurs less overhead
compared to MRHOF owing to the queue information utiliza-
tion, which helps balance the load. The proposed mechanism
has a high PDR and low control overhead, and consumes
most of the energy in the data packet transmissions. Energy-
saving using the bandit framework depicts the effectiveness of

Fig. 7. Total energy consumption in different DAG-sized networks.

Fig. 8. Average end-to-end (E2E) packet delay (ms) in different DAG-sized
networks.

the bandit-based learning approach in enhancing the network
lifetime.

The average end-to-end packet delivery delay (E2E) is the
amount of time the packet takes to reach the destination node
from the source node. Fig. 8 shows the performance in terms
of the E2E delay (in ms) of the proposed BEEX mechanism as
compared to the other protocols. The E2E delay in OF0 is the
highest because it relies only on the hop counts without con-
sidering the link quality. MRHOF and QU-RPL incur almost
similar E2E delays. The delay in the proposed mechanism is
lower compared to the iCPLA technique owing to the faster
learning mechanism. The simulation results show an overall
enhanced performance using the BEEX technique. Using the
MAB mechanism in the RPL, the PDR, control overhead, and
energy consumption can be improved. The results indicate that
the proposed BEEX mechanism has the potential to enhance
future IoT network communication.

V. CONCLUSION

The future IoT network is expected to be deployed in a
densely deployed scenario where the environmental conditions
are lossy and dynamic. In particular, the proliferation of the
AMI infrastructure has led to an increased number of con-
nected devices. The computational and energy capacities of
sensor nodes are severely limited and as the network size
and network traffic increase, the allocation of resources is
becoming a challenging task. To handle such challenges, a
modified network stack for IoT communication was designed.
However, each IoT network stack layer was constrained. For
example, the RPL routing protocol is designated for network-
layer operations to support LLN characteristics. This study
evaluated the bandit-learning applicability of low-power and
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lossy IoT devices. In this article, the EEX was proposed as
a network-layer metric and MAB-based approach for con-
structing a DODAG with minimum control overhead. This
study presented the MAB mechanism under a dense IoT
network scenario with variable data generation rates. The
proposed mechanism addresses the challenge of enhancing
the network performance in a dynamic and lossy environ-
ment. The proposed BEEX mechanism was evaluated using
the Contiki 3.0 Cooja simulation. The simulation results indi-
cated that the proposed mechanism improves the LLN device
performance in terms of the PDR, control overhead, and
energy consumption. In the future, we plan to further ana-
lyze the network performance using the upper confidence
bound-based technique.
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