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ABSTRACT Software defined network (SDN) centralized control intelligence and network abstraction
aims to facilitate applications, service deployment, programmability, innovation and ease in configuration
management of the underlying networks. However, the centralized control intelligence and programmability
is primarily a potential target for the evolving cyber threats and attacks to throw the entire network into
chaos. The authors propose a control plane-based orchestration for varied sophisticated threats and attacks.
The proposed mechanism comprises of a hybrid Cuda-enabled DL-driven architecture that utilizes the
predictive power of Long short-term memory (LSTM) and Convolutional Neural Network (CNN) for
an efficient and timely detection of multi-vector threats and attacks. A current state of the art dataset
CICIDS2017 and standard performance evaluation metrics have been employed to thoroughly evaluate
the proposed mechanism. We rigorously compared our proposed technique with our constructed hybrid
DL-architectures and current benchmark algorithms. Our analysis shows that the proposed approach out-
performs in terms of detection accuracy with a trivial trade-off speed efficiency. We also performed a 10-fold
cross validation to explicitly show unbiased results.

INDEX TERMS Security, hybrid deep learning model, software defined networks, long short-term memory,
convolutional neural network.

I. INTRODUCTION
THE traditional internet architecture is turned out to be
a complex system because of decentralization with huge
numbers of network devices such as routers, switches, mid-
dleboxes involving various layers, etc. Subsequently, the con-
ventional network architecture also fails to respond dynamic
nature of modern applications [1]. Software defined networks
(SDNs) emerged as a promising network architecture with
extraordinary adaptability in configuration and management,
enabling scalability and deployment of network services.
Being programmable innovative control plane of the SDN
makes it a promising emerging next generation networking
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architecture [2]. On the contrary, the centralized control intel-
ligence of SDN puts the control plane at a risk of being a
single point of failure and potential primary target for varied
adversarial sophisticated attacks.

The authors orchestrate control plane to propose a highly
scalable deep learning (DL) based intrusion detection mech-
anism to combat multi-vector sophisticated cyber threats and
attacks.

Additionally, the control plane can be extended to various
underlying networks such as SDN-based fog computing, edge
computing, and SDN-IoT, etc. [3], [4]. Further, the control
plane-based orchestration for various underlying functions
makes the SDN controller as the most potential part of the
SDN architecture. On the contrary, the control plane is vul-
nerable and can be potentially targeted with varied evolving
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sophisticated lethal cyber threats and attacks such as denial
of service (DoS), distributed denial of service (DDoS), Brute
Force, web attacks and other application level attacks such
as SQL injections, cross site scripting etc., that can simply
lead to compromise the accessibility and confidentiality of
data, processes of application or can even disrupt the entire
network [5]–[8]. The SDN networks beside leveraging huge
benefits also present deviating security concerns and evolving
threats. A timely and efficient Protection of the control plane
from varied sophisticated multi-vector intrusions is a real
challenge.

Besides, intrusion detection system (IDS) is a basic tool
used to identify different cyber-attacks inside a system.
An IDS screens and examines the system traffic going
into or leaving from the system applications to raise cautions
if an interruption or an abnormal activity is observed [9].
There are two types of IDS mainly named as signature-based
detection and anomaly-based detection system. Signature
based detection, extracts new information and compares it
existing known intrusion signatures. Updated signatures are
always needed to identify latest attacks. However, signature-
based IDS fail to identify zero-day attacks [10]. Whereas,
anomaly-based detection contrasts new information andmod-
els normal behaviour while denotes a significant deviation
from this model as an anomaly [11], [12]. The literature
is evident with ML-based approaches for varied detection
mechanisms in SDNs [13]. On the other hand, the current
literature shows tendency and a slight shift from ML to
DL-based approaches [14], [15]. The reason behind is that
DL does not experience extra processing for feature selection
and are quite efficient. Besides, the advantage of DL-based
anomaly detection approaches is having the capability to
identify zero-day attacks.

Contributions: The principle contributions of this work are
as follows:
• A control plane-based orchestration of a hybrid DL
based intrusion detection mechanism that is highly scal-
able, flexible, and programmable to effectively identify
multi-vector sophisticated evolving cyber threats and
attacks. The proposed framework utilizes the predictive
power of Long short-term memory (LSTM) and Convo-
lutional Neural Network (CNN). Besides, the proposed
work can be extended, customized and deployed to
any commercial SDN controller such as OpenDaylight,
Floodlight, NOX, POX etc.

• For practical experimentation, a current state of the
art flow-based dataset (i.e., CICIDS2017) has been
employed for a multi-class attack detection system.

• For comprehensive evaluation of the proposed system,
standard and extended evaluation metrics have been
utilized to gauge closely the actual performance of the
system (i.e., accuracy, precision, recall, F1-score, TNR,
NPV, FPR, FNR, FDR and MCC etc.).

• We have thoroughly compared our proposed tech-
nique with our constructed hybrid DL architectures and

current benchmark algorithms. The proposed mecha-
nism outperforms in terms of detection accuracy with
a trivial trade off in speed efficiency.

• Additionally, we have employed 10-fold cross validation
to ensure unbiased results.

Structure: The remaining work is structured in the follow-
ing way; section II represents background and related work.
Section III contains proposed methodology including the
complete description of proposed framework, dataset descrip-
tion, pre-processing of dataset, basic architectural descrip-
tion of used deep learning algorithms, experimental setup
and evaluation metrics. Section IV presents results and dis-
cussions. Section V concludes the work and defines future
directions and recommendations.

II. BACKGROUND AND RELATED WORK
Software defined networking (SDN) is a promising next
generation networking paradigm. The architecture of SDN
is portrayed by the partition of the control plane from the
data plane and application plane. An intelligently centralized
logical entity defined as control plane gives an abstract view
of the underlying network. Besides, the control plane is the
central decision maker and controls data processing and for-
warding capabilities of the entire network. The collection of
basic forwarding devices and underlying SDN agents rep-
resents data plane. As SDN depends mainly on the control
plan because it is programmable and have the capability to
extend and implement various modules. Thus, SDNs are flex-
ible and innovative networks. A comprehensive and detailed
overview of the SDN architecture can be found in author’s
published work [8], [13], [16]. Every SDN controller has
ability to extend varied modules. Consequently, the authors
have implemented their detection module at the SDN con-
trol plane. Mostly, the design architecture of different SDN
controller are same but varies in functionalities. Besides,
the language of implementation differs from controller to
controller. For instance, POX is written in Python, whereas;
Floodlight is written in Java and so on. Consequently, our
proposed detection module can simply be customized and
extended to any commercial SDN controller using a program-
ming language wrapper. Fig.1 shows the basic architectural
description of SDN with our proposed detection module at
control plane.

Moreover, the sequence diagram (see Fig.2) shows the
communication between the OpenFlow switch, controller
and proposed detection module. Sequence diagram specify
types of APIs used to communicate with controller and the
proposed detection module for SDN environment. The dia-
gram shows the prime setup of the OpenFlow switch with
the SDN controller. After initial negotiation of OpenFlow
switch and SDN controller, some of the important mes-
sages are exchanged. Consequently, the sequence diagram
also depicts some of the important message’s (i.e., Feature
Request, Feature Reply, Packet In, Packet Out, Flow-Mod
and Flow-Removed) exchanged between controller and
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FIGURE 1. Architecture of SDN incorporated with proposed solution.

FIGURE 2. Sequence diagram of OpenFlow with SDN controller and
proposed detection module.

detection module. The detection module receives the mes-
sages to be analysed for vital features analysis and drop the
flow if the module finds it malicious. The key features that
our detection module is looking for to identify a malicious
attack are shown in Table 4.

Deep learning gathered significant interest and its appli-
cations are being explored inside many research areas, for
example healthcare, automotive design and law implementa-
tion. There are likewise several existing works inside the area
of NIDS in SDN [17], [18].

In [19] the authors proposed a deep learning-based intru-
sion detection framework employing Restricted Boltzmann
Machine (RBM) in software defined networks (SDNs).

For practical experimentation the technique utilized CMU
based insider threat dataset and KDD99 dataset and achieved
performance with 99.98% detection accuracy for binary clas-
sification. Tang et al. in [20] proposed a profound Gated
Recurrent Unit Recurrent Neural Network (GRU-RNN)
based IDS utilizing NSL-KDD and CICIDS2017 dataset
and achieved 89% detection accuracy for multi classifi-
cation. However, the architecture of SDN Comprised on
flows and NSL-KDD is not at all a flow-based dataset.
Authors in [21], propose a deep learning system based on
Multi-Layer Perceptron (MLP) for threat and attack detec-
tion for software defined networking. The proposed frame-
work achieves 98.7% detection accuracy using CTU-13
dataset. Birkinshaw et al. [22] implement connection-based
techniques as part of the intrusion detection and prevention
system (IDPS), known as the Credit-Based Threshold Ran-
dom Walk (CB-TRW) and Rate Limiting (RL) for port scan
and DoS attacks detection in SDN. The data for the exper-
imentation the network packets has been captured through
five minutes of network traffic. For 10k packets per second
the false positive rate is 0% while CPU usage is 97%.

Moreover, the authors in [23] proposed network intru-
sion detection framework using Recurrent Neural Network
(RNN), Long short-term memory (LSTM) and Convolu-
tional Neural Network (CNN). Particularly, DDoS attack
detection using deep CNN ensemble framework has been
published in our recent work [8]. The framework achieves
98% detection accuracy using ISCX2012 dataset. The author
in [24] proposed a network intrusion detection system
employing Gated Recurrent Unit Recurrent Neural Network
(GRU-RNN) using six basic features of NSL-KDD dataset.
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TABLE 1. Comprehensive comparison of existing literature work.
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The proposed methodology achieves 89% detection accuracy
which is not good enough to detect real time evolving cyber
threats and attacks. Huang et al. in [25] propose a deep
learning-based anomaly detection system using Multi-Layer
Perceptron (MLP), Convolutional Neural Network (CNN)
and Long short-term memory (LSTM) for port scanning.
The data for practical experimentation has been gathered via
Wireshark and T-shark tool.

In [26], the authors propose a deep learning approach
based on a deep neural network (DNN) for flow-based intru-
sion. The proposed framework achieved 85% detection accu-
racy using Barnyard with Snort a network-based intrusion
detection system. Moreover, an intelligent IDS in SDN is
proposed through using various machine learning classifiers
(i.e., Decision Tree, Extreme Learning Machine, Support
Vector Machine, Ada-Boost) and a deep learning model
known as Artificial Neural Network (ANN) in [27]. The
proposed framework show detection accuracy of 80% using
NSL-KDD dataset. Similarly, in [28], a hybrid of Gated
Recurrent Unit Long short-term memory (GRU-LSTM) is
proposed for Flow-based anomaly detection in an SDN envi-
ronment. ANOVA F-Test and Recursive feature Elimination
(RFE) (ANOVA F-RFE) feature selection methods have been
applied for enhancing the classifier performance. NSL-KDD
is set as a benchmark dataset for test and experiments and
obtains 87% detection accuracy.

The authors in [29] present a Botnet detection mecha-
nism based on Multilayer Perceptron (MLP) in SDN. The
real traffic data has been captured for experimentation and
achieves 98% detection accuracy. Yin et al. in [30], Presented
a intrusion detection framework using Recurrent Neural Net-
works (RNN-IDS) trained on NSL-KDD dataset. This model
is evaluated for classification of network traffic with accuracy
of 81.29% for multi-class classification. A DDoS detection
framework in [31] is proposed leveraging stacked Autoen-
coder in SDN. For practical experimentation the network
traffic has been collected from home wireless network and
showed 95.65% detection accuracy with 64 basic features.
To detect and mitigate the DDoS attacks in SDN the authors
in [32] propose a deep learning mechanism Back Propagation
Neural Network (BPNN). A feature set of malicious and
benign traffic has been captured for dataset. The proposed
framework can detect attack in less than 1 second and also
trace the source switch.

The findings from our relevant literature, also defined
in Table 1 have indicated that regardless of the high
identification accuracy being accomplished, there is still
opportunity to get better. Most of the proposed intrusion
detection mechanisms are designed for binary classification
only. Moreover, ensemble and hybrid models are still in its
infantile stages for comprehensive evaluation. Henceforth,
we also strongly belief the proposed hybrid architecture in
this study make a valid contribution to the present pool of
research.

III. METHODOLOGY
This section represents the complete proposed methodology
of intrusion detection system including description of sys-
tem architecture, pre-processing, dataset and employed deep
learning algorithms.

A. PRE-PROCESSING
To increase effectiveness and performance of our pro-
posed hybrid deep learning technique, the pre-processing
of CICIDS2017 has been performed. Initially, the instances
with missing, nan and infinity values has been dropped from
dataset. Also, deep learning classifiers input numeric values
only so the conversion of non-numeric value into numeric val-
ues has been performed. For improving the quality of dataset,
the data normalization is also executedwhich includes scaling
all value in range from 0-1 using MinMaxScalar function.

B. PROPOSED HYBRID DEEP LEARNING FRAMEWORK
For detection of sophisticated attacks, the proposed hybrid
deep learning framework is designed employing Long short-
term memory (LSTM) and Convolutional Neural Network
(CNN). The schematic overview of our proposed hybrid
(LSTM, CNN) architecture can be seen in Fig.3. The hybrid
model postulated in this study is a combination of two deep
learning algorithms (i.e., LSTM, CNN). Hybrid Models are
next generation of artificial intelligence which consolidate at
least two or more classifiers from same or distinct families
to get higher accuracy and out performance from most of the
conventional A.I classifiers. In our proposed hybrid frame-
work, LSTM is employed as a method to achieve effective
modelling for very long sequences from dataset, sustaining
greatly for prevention of gradient vanishing problem also.
Consequently, CNN is a well-known deep learning algo-
rithm used for efficient extraction of features from raw data.
To utterly get benefit from qualities of diverse deep learning
classifiers at the same time, we have selected LSTMandCNN
for improving overall results in terms of detection accuracy,
precision, recall, F1-score and time efficiency. The train-
ing of algorithms is performed individually but the testing
results are merged to achieve out-performance from hybrid
framework. The detailed arrangement of proposed hybrid
architecture is depicted in Table 2.

C. DATASET
Intrusion detection system (IDS) are considered most signif-
icant tool against advance and ever-growing cyber threats.
However, lack in reliable and current state of the art dataset,
anomaly-based intrusion detection system is experiencing
accurate performance evaluation issues. To overcome the
performance concern of IDS, we have designed our pro-
posed system with CICIDS2017 [33], purely a flow-based
dataset for software defined network (SDN). The dataset is
consisted of benign and most up to date common attacks
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FIGURE 3. A simplified overview of proposed hybrid DL-driven architecture (LSTM, CNN).

TABLE 2. Detailed technical description of proposed and other comparative algorithms.

(i.e., Port Scan, Cross Site Scripting (XSS), Brute Force
FTP, Brute Force SSH, DoS, Heartbleed, Web Attack, Infil-
tration, Botnet and DDoS). From total 15 label classes,
in this study we are only concerned with 3 diverse appli-
cation level attacks (i.e., Port Scan, Cross Site Scripting,
Botnet) and one benign class. The complete distribution of
utilized set of CICIDS2017 for proposed approach is depicted
in Table 3.

Our reason for selection of particular classes (i.e., Bot,
Port Scan and XSS) is to focus on the detection of
attacks/mechanisms which are associated with reconnais-
sance which is basically an information gathering and

TABLE 3. Distribution table of CICIDS2017 Dataset for practical
experimentation.

surveillance technique to exploit systems. The proposed
system is intentionally targeted to detect reconnaissance
activities by the attacker in the earlier stage.

134700 VOLUME 8, 2020



J. Malik et al.: Hybrid DL: Efficient Reconnaissance and Surveillance Detection Mechanism

TABLE 4. The list of features in CICIDS2017 Dataset.

D. ALGORITHMS
In this section we briefly explain deep learning algorithms
like Long short-termmemory (LSTM), Convolutional Neural
Network (CNN) used in our experiment.

1) LONG-SHORT-TERM MEMORY (LSTM)
Long short-term memory (LSTM) is an expansion or variant
of Recurrent Neural Network (RNN). The traditional RNN
suffer from short term memory like if the sequence is long,
the classifier finds difficulties to carry information from ear-
lier time steps to later ones. So, recurrent neural network suf-
fers from gradient vanishing problem and LSTMare designed
as a solution. The basic architecture of LSTM considers the
concept of utilizing the gates mechanism for units that regu-
late the flow of information. The gating mechanism contains
three gates (i.e., input, output, and forget gate). These gates
are responsible to decide which sequence of data is important
to store or throw away. The input and output gates control
the flow of input and output information of cell. Further,
if the information is inappropriate; forget gate operates to
reset their previous state information. The sigmoid is used as
an activation function for gates and it squishes values between
0 and 1. The complete architectural description can be
seen in [34].

2) CONVOLUTIONAL NEURAL NETWORK (CNN)
The great advancements in computer vision with deep learn-
ing for multitude of tasks such as Image & Video recog-
nition, Image Analysis & Classification, Media Recreation,

TABLE 5. Hardware and software specifications for experimentation
setup.

Recommendation Systems, Natural Language Processing has
been constructed over one particular algorithm a Convolu-
tional Neural Network (CNN). CNN is a collection of pro-
cessing elements interconnected, aim to transform set of input
to set of desired output. In CNN there are various operations
performed on input data which include operations using con-
volution layer, pooling layer, flattening layer and padding and
then the network relates to fully connected neural network.
In CNN classification system, each feature element has one
input node for its value as input to classifier, some hidden
layers for learning and a single output node for the result. The
complete architectural description can be seen in [35].

E. EXPERIMENTAL SETUP
The framework used to perform experimentation for this
research work is Google’s TensorFlow [36] framework.
An efficient and user-friendly python library also known
as Keras [37] is also utilized to design and implement
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TABLE 6. 10 Fold of accuracy, precision, recall and F1-score for hybrid Cu-(LSTM & CNN), hybrid Cu-(LSTM & DNN) and hybrid Cu-(LSTM & GRU).

our proposed hybrid intrusion detection model for intrusion
detection. The practical experiment is performed using men-
tion settings for hardware and software in Table 5.

F. EVALUATION METRICS
For comprehensive performance measurement, we have used
standard evaluation parameters known as Accuracy, Preci-
sion, Recall and f1-score. Further, True Positive (TP), True
Negative (TN), False Positive (FP), False Negative (FN)
values are calculated from Confusion Matrix. Basic mathe-
matical formulas to calculate standard evaluation metrics are
defined below:

1) ACCURACY
Accuracy shows the percentage of correctly labelled records.
The detection accuracy also shows the ability of an algorithm.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(1)

2) POSITIVE PREDICTIVE VALUE (PPV) OR PRECISION
PPV is also called Precision that shows the number of
correctly predicted records.

Precision =
TP

TP+ FP
(2)

3) TRUE POSITIVE RATE (TPR) OR RECALL
The TPR which is also called Recall shows the number of
correctly predicted records out of total records.

Recall =
TP

TP+ FN
(3)

4) F1-SCORE
It presents harmonic mean between recall and precision.

F1− score =
2 ∗ TP

2 ∗ TP+ FP+ FN
(4)

5) AU-ROC CURVE
ROC curve shows the Plotting of TP rate and FP rate in 2D.
The area under cover is the overall performance of system,

FIGURE 4. Confusion matrix of proposed hybrid model.

FIGURE 5. Confusion matrix of proposed hybrid model.

more area under curve higher the performance and efficiency
of model.

For better evaluation of our proposed work, we have fur-
ther calculated other performance evaluation metrics known
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FIGURE 6. Confusion matrix of proposed hybrid model.

FIGURE 7. Accuracy, recall, precision and F1-score values of proposed
Cuda-enabled hybrid model.

as True Negative Rate (TNR), Negative Predictive Value
(NPV) and Matthews Correlation Coefficient (MCC), Book-
marker Informadness (BM), Markedness (MK), False Dis-
covery Rate (FDR), False Positive Rate (FPR), False Negative
Rate (FNR), and False Omission Rate (FOR). The detailed
description of standard performance evaluation metric can be
visualized in [38].

IV. RESULTS AND DISCUSSION
To show the performance of our proposed framework,
we used 10-fold cross validation technique. Fig. (4-6) shows
the performance of our proposed hybrid DL-driven technique
through confusion matrix. Our proposed technique identifies
three different classes of attacks (i.e., Cross Site Scripting
(XSS), Botnet, Port Scan) correctly with very low false rate.

To expressly show unbiased results we also employed
10-fold cross validation technique. The outcome of each fold

FIGURE 8. TNR, NPV and MCC rate of our proposed Cuda-enabled hybrid
model.

FIGURE 9. FNR, FPR, FDR and FOR rate of our proposed Cuda-enabled
hybrid model.

for the referenced measurements like Detection Accuracy,
Precision, Recall and F1-Score can be found in Table 6.
Detection accuracy is considered as the prime evaluation
metric to rigorously evaluate the proposed system. The aver-
age values of 10 folds for detection accuracy, precision, recall
and F-measure are defined in Fig.7. The detection accuracy
of 98.6% of hybrid Cuda-enabled deep learning framework
(LSTM, CNN) shows the out performance of system as
compared to other constructed hybrid frameworks including
(LSTM, DNN) and (LSTM, GRU).

For better evaluation of proposed work, we also observed
True Negative Rate (TNR), Negative Predictive Value (NPV)
and Matthews Correlation Coefficient (MCC) values and
presented in Fig.8. The proposed Cuda-enabled hybrid deep
learning framework is showing outstanding results with
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TABLE 7. Comparison of proposed GPU-empowered GRU technique with other contemporary existing state-of-the-art solutions for android Malware
detection.

FIGURE 10. ROC Curve of proposed Cuda-enabled hybrid model.

FIGURE 11. Testing time of our proposed Cuda-enabled hybrid model.

97.58%, 98.95%, and 97.55% for TNR, NPV and MCC
values respectively.

Other results such as False Negative Rate (FNR), False
Positive Rate (FPR), False Discovery Rate (FDR) and False
Omission Rate (FOR) are also presented in Fig.9. The low
rate of proposed framework shows better performance of our
proposed hybrid classifier. Our hybrid of LSTM and CNN
achieve 0.6%, 2.4%, 1.6 % and 1% for FNR, FPR, FDR
and FOR respectively. We have also compared the achieved
results of our proposed Cuda-empowered hybrid of LSTM

and CNN model against the existing state of the art works
in Table 7. The comparison show that our achieved results are
promising when contrasted with other deep learning-based
strategies for intrusion detection in SDN.

The graph plotted between true positive rate and false
positive rate is called AU-ROC, the curve defines more area
under curve efficient the performance of the framework. The
ROC curve for hybrid framework is depicted in Fig.10 shows
the efficient performance of our proposed technique.

Testing time of proposed system is also calculated and
shown in Fig.11. The time consumption for proposed
framework is 296 milliseconds. It can be clearly seen that
time efficiency of hybrid (LSTM, DNN) is 275. There is
a trivial trade-off between proposed hybrid deep learning
model (LSTM, CNN) and (LSTM, DNN).

V. CONCLUSION
The hybrid Cuda-enabled deep learning-based intrusion
detection system has strong ability to detect varied sophis-
ticated threats and attacks. Further, the control plane-based
orchestration is highly flexible, innovative and cost effective
that can be extended to any underlying network and cus-
tomized to any commercial SDN controller. This framework
shows high accuracy for detection of benign and evolving
cyber threats and attacks. The performance of our model
obtains performance with 98.6% detection accuracy. As part
of our future work, we plan to implement various other deep
learning models to efficiently and timely detect evolving
cyber threats. We also plan to orchestrate the control plane
for various other promising functions such as timely preven-
tion and mitigation of the underlying large-scale distributed
systems and IoT.
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