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ABSTRACT Network-on-chip (NoC) is evolving as a better substitute for incorporating a large number of
cores on a single system-on-chip (SoC). The dependency on multi-core systems to accomplish the high-
performance constraints of composite embedded applications is on the rise. This leads to the realization
of efficient mapping approaches for such complex applications. The significance of efficient application
mapping approaches has increased ever since the embedded applications have become more complex
and performance-oriented. This paper presents the detailed comparative analysis and categorization of
application mapping approaches with current trends in NoC design implementation. These approaches
target to improve the performance of the whole system by optimizing communication cost, energy, power
consumption, and latency. Apart from the categorization of the discussed approaches, comparison of
communication cost, power, energy, and latency of the NoC system carried out on real applications like
VOPD and MPEG4. Moreover, the best technique identified in each category based on the evaluation of
performance results.

INDEX TERMS Network-on-Chip, application mapping, NoC design, VOPD, System-on-Chip.

I. INTRODUCTION
System-on-Chip (SoC) is an archetype for the design and
implementation of on-chip circuits that can support multiple
systems on a single chip. The ever-rising number of process-
ing cores on a single chip has made the efficiency of on-
chip designs as one of the major aspects in evaluating the
average performance of embedded SoC. To fulfill the perfor-
mance needs and to provide flexibility in the designs the field
of Network on Chip (NoC) has emerged that separates the
communication from the computation. Many surveys [1]–[7]
are published in general and textbooks are also available
on the topic [8]–[10]. There is still a need to solve more
advanced research problems in NoC. Application mapping
on NoC architecture has a prominent place among all the
research problems which can be arbitrated from the published
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papers and current trends. This survey assumes a textbook-
level acquaintance of NoC terminology. The aim is to provide
a comprehensive overview of all the aspects of application
mapping (task graph generation, scheduling, optimization
techniques, simulation setup, and performance evaluation
metrics). The organization of this survey is as follows; first,
we provide the reader the need and overview of application
mapping in NoC presented in Section I. A detailed review and
calcification of application mapping techniques in NoCs are
discussed in Section II. The current and latest trends in appli-
cation mapping are summarized in Section III. In Section IV
performance comparison and the points that can create the
difference between these techniques are highlighted. Finally,
Section VI concludes this paper.

A. MOTIVATION AND SCOPE
Mostly synthetic traffic patterns are used to imitate the func-
tionalities of real cores. With the help of results of latency,
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FIGURE 1. The scheduling, mapping and routing problems application.

throughput, and communication bandwidth derived from the
simulated network, the designer can accurately estimate area
and power consumption for NoC. Once the designs of com-
munication infrastructure, communication methodology and
evaluation framework for NoC have been addressed, a final
and important phase is to associate and finds the best arrange-
ment and placement of application tasks onNoC cores. This is
very useful in improving the communication cost and overall
performance of NoC and forms the fourth dimension namely
application mapping in NoC [1], [8]–[10]. In this study,
we have focused mainly on this research area to evaluate the
application mapping approaches in NoC designs.

B. OVERVIEW OF APPLICATION MAPPING IN NOC
Application mapping has become a vital aspect in NoC
architecture design. It performs in allocating application-
related tasks to specific cores in the first instance an efficient
mapping technique is then employed to calculate the opti-
mized arrangement of these cores on the nodes of the NoC.
The application mapping techniques must be designed keep-
ing in mind the constraints of many-core on-chip systems,
such as bandwidth, communication time, latency, through-
put, power, and energy. Heuristic search approaches are fre-
quently used to compute an optimal solution of mapping
as it is acknowledged to be an NP-hard problem [1]–[7].
A general description for NoC architectures and applications
and several outstanding research problems provided in [1],
[2]. An interesting and comprehensive survey presented in [3]
categorizes mapping techniques into two important domains;
dynamic and static mapping.

This survey further classifies and elaborates these domains
into sub-domains e.g. Exact mapping, Search-based map-
ping, and hybrid mapping techniques and discusses appli-
cation algorithms presented under each sub-domain. In the
end, the author computes the communication costs of algo-
rithms and evaluate them for different benchmarks. Simi-
lar work is also presented in [5], [7]. In [4], authors have

reported mapping and scheduling strategies for NoC and
bus-based systems, their main objective was to discover the
common issues between NoC and the bus-based systems.
Fault-tolerant application mapping techniques are discussed
and categorized based on the methodologies implemented to
recover from failures in another informative survey [6]. The
combination of routing and mapping algorithms, techniques
based on task remapping and techniques based on redundancy
are discussed in detail.

The first three research dimensions of NoC have been
reviewed in detail and we can find several surveys on the
first three research dimensions as discussed earlier. However,
if we compare the fourth research dimension namely applica-
tionmapping inNoC, the extent of surveys is quite less.While
there are some good surveys in this research area, which
provide a comprehensive, organized and detailed overview
of mapping techniques in NoC. Still there exists ample space
for a comprehensive study on the evaluation of application
mapping techniques in NoC. This study mainly focuses on
these recent works in the field of application mapping.

The primary objective is to organize the application map-
ping algorithms into different categories based on their salient
features and functionalities, evaluate and compare them based
on performance parameters and finally highlight some cur-
rent research trends for NoC. The application mapping in
NoC is generally classified into three main steps. In the first
steps, the application is divided into a graph of concurrent
tasks (threads). In the second step, assigning and scheduling
of tasks to available cores is performed. While in the third
step, cores are mapped to NoC tiles. Fig. 1 explains the
scheduling, application mapping problems.

C. TASK GRAPH GENERATION
An application running on NoC architecture is represented
through a task graph. A task is defined in [11] as a set of
instructions that are executed sequentially, on the same pro-
cessor, without preemption. The Communication Task Graph
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FIGURE 2. Classification of application mapping techniques in NoC.

FIGURE 3. Hierarchical task mapping [22].

(CTG) presents the communication pattern of the application
and divide the application into tasks (concurrent threads) [1].
It shows inter-task communication and the volume of the data
exchange between tasks. The Directed Acyclic Graph (DAG)
[11] is used to address the scheduling problems. The task
is represented as a node in the DAG to which the weight is
attached which denotes the computational cost. The acyclic
property of a Communication Task Graph is denoted by

Application Characterization Graph (APCG). Similar to a
CTG, a directed arc of an APCG indicates data and control
dependencies. But compared to a CTG, an APCG allows
cycles. CTGs can be obtained in the following ways:

1. By using the TGFF tool [12]
2. Using the E3S benchmarks suite;
3. From real-world multithreaded applications, using the

CETA [13] tool.
4. Benchmark scaling algorithmGen(B(t)) [14] for gener-

ating large-scale task graphs for dynamic applications.
The main focus of this survey is only on the optimization
techniques for the on-chip application mapping. Interested
readers can review the literature on the task graphs generation
techniques.

D. SCHEDULING
Time spent on computation and communication to run an
application is an important factor in determining the perfor-
mance of that application. While the computation time is
mainly depending on the design of the IP cores, the commu-
nication time is determined; not only by the routing protocol
but also by the method in which the tasks are scheduled . . .
The execution order of tasks must be established to achieve
optimized performance. This is called the scheduling prob-
lem. This can be done using a scheduling algorithm.

For example, the EAS algorithm [15] can perform schedul-
ing in real-time restrictions, while trying to optimize the
energy consumption of the NoC architecture. A heuristic
scheduling approach based on slack-budgeting proposed in
[16]. The approach used is to assign more slack to appli-
cations that have high energy consumption and impact on
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performance. The tasks are prioritized based on the weighted
cost which is proportional to the execution time and energy
consumption. To achieve better performance, the algorithm
iteratively schedules and swaps more critical tasks with non-
critical tasks mapping on the same core. In [17] a schedul-
ing algorithm proposed for CDMA-based NoC where the
combination of the Dual Round-Robin Matching (DRRM)
algorithm with the Orthogonal Variable Spreading Factor
(OVSF) codes are used to schedule tasks. The work in [18]
presented the scheduling of multiple communication pat-
terns and proposed multiple heuristics such as a backtracking
approach, a greedy algorithm, and an oracle approach to
solving the scheduling problem while reducing the resource
utilization. In [19], the authors proposed a user-managed
migration strategy based on user-level middleware support
and code checkpoint for reducing the execution time of a task
migration event. A greedy heuristic scheduling algorithm for
real-world applications proposed in [20]. In this approach,
the timing of packet release is determined to minimize con-
tention at the destination. Regarding the congestion in the
NoC architectures, a Congestion-

Controlled Best-Effort (CCBE) scheduling strategy which
monitors the link utilization is proposed in [21]. A hybrid
task scheduling algorithm based on task clustering (HTSTC)
is proposed in [22]. The algorithm used a task clustering
approach to integrate tasks and used task duplication tech-
niques for processor selection. In [23], a task scale based
scheduling and mapping approach are proposed. In this
approach, tasks are first divided according to the task size.
When the task scale is small, a given NoC substructure is
selected to map the task, so that the tasks can be centralized;
when the task scale is large, the tasks are arranged in clus-
ters and divide certain tasks with dependencies to the same
resource node.

II. CLASSIFICATION OF APPLICATION MAPPING
TECHNIQUES
Mapping techniques in NoC can be grouped as dynamic
(run-time) and static (offline). The dynamic mapping is also
known as run-time or real-time and online mapping, where
the assembling and assignment of application tasks to cores
of NoC are executed in real-time. Dynamic mapping is an
efficient technique because it performs mapping based on the
runtime load of cores. It also distributes workload among the
cores by analyzing the traffic load and identifying the perfor-
mance bottleneck at any core. However, the computational
complexity of the mapping algorithm in real-time increases
energy consumption and introduces a run-time execution
delay. Static mapping performs mapping of application tasks
in off-line mode at design time. For example, the mapping
is finalized before the execution of the application, static
mapping algorithms employed only once, consequently result
in better energy consumption and delay as compared to
dynamic mapping [3]–[5]. Fig. 2 shows the classification of
application mapping techniques in NoC. Nowwewill explain
all the three branches and algorithmsmentioned in this figure.

A. DYNAMIC (RUN-TIME) MAPPING TECHNIQUES IN NOC
In dynamic mapping, the tasks are mapped and allocated to
the cores by analyzing the communication bandwidth and a
load of each core at run-time. The assignment of each task can
also be altered in runtime. Time consumed to allocate tasks
is critical since it impacts on the overall execution time of the
application. To reduce the mapping overhead, it is significant
to employ efficient mapping strategies. In [24], authors have
presented and evaluated experimentally a compiler-based
application mapping algorithm to reduce energy exhaustion
and improved performance. Energy results are presented
with or without packet routing and task mapping to cores.
In [25], Path Load (PL) a dynamic congestion aware task
mapping approach is reported, which gives a solution to
shortcomings in previous techniques. Instead of using all
links for mapping, Path Load (PL) only utilize links that
are essential for task mapping. Path Load (PL) technique
reduces themapping time and gives the best solution._Similar
work is presented in [26], the Best neighbor (BN) mapping
algorithm which reduces the execution time. The authors also
did the performance evaluation with benchmarks e.g. VOPD,
MPEG4,MWD, and RBERG. In [27], a run-time solution for
task mapping problem in homogeneous NoC architecture is
proposed, where user behavior is incorporated during the task
assignment procedure. This enables the system to respond
more efficiently to changes and adjust accordingly during
run time. A two-step dynamic approach to incrementally map
various applications on a homogenous NoC architecture with
multiple voltage levels has been addressed in [28]. In the first
step, an appropriate region of NoC is selected for mapping
and then a greedy run time heuristic employs for task map-
ping. Application execution time and communication energy
were estimated using real application benchmarks. Occasion-
ally, run-time task mapping becomes essential because the
running tasks in an MPSoC can surpass available resources.
In [29] a run-time approach has been presented to assign tasks
in run-time, according to the requirement of communication
bandwidth and load over links. The techniques minimize the
congestion, packet latency, and channel load by implying
different heuristics techniques such as Path Load (PL), Best
Neighbor (BN), and Nearest Neighbor (NN). The technique
proposed in [30] used an agent-based mapping approach for
application mapping in a distributed manner. In compari-
son to centralized approaches, it reduces the computational
effort and traffic monitoring for mapping procedures. In this
agent-based mapping approach, agents are described as small
tasks that manage resources and store information related
to the state of resources. They can be implemented on any
node in NoC. The agents communicate with each other to
discover processing components appropriate for mapping.
Global Agents (Gas) have the global knowledge of all clusters
while Cluster Agents (CAs) received new mapping requests
and share these requests with GAs.

In [31], authors have presented a spiral mapping technique
Dynamic Spiral Mapping (DSM) for run-time task mapping.
The techniques searched a suitable placement to map a task
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FIGURE 4. DistRM mapping technique [25].

in a spiral path beginning from the center to the edges of
the network. To reduce communication time, runtime map-
ping/allocation time and task relocation time, it places the
task closer to each other. A combination of software and hard-
ware processing elements based on MPSoC architecture has
been presented in [32]. In this architecture, one processing
node among all nodes acts as a manager node. The manager
node keeps states of resource control, reconfiguration control,
task migration, and task binding, and assigns new mapping
based on the information. A two-phase mapping algorithm
also offered. In the first phase, preliminary mapping is per-
formed based on the first vacant place that appeared in the
network. In the second level, the new tasks requesting for
placement are mapped by engaging a run-time algorithm.
Similar and more detailed work has been proposed in [33]
with new mapping approaches. Authors have proposed a
Contiguous Neighborhood Allocation (CoNA) [34] mapping
solution for NoC. The algorithm is a combination of three
novel approaches. The first approach uses an effective pro-
cedure for finding the first node with a maximum no of
free neighboring nodes available for mapping. The second
approach picks the first task with the largest degree to be
mapped onto the selected available node. Subsequently, cre-
ating an adjacent area of vacant nodes in the proximity of
the first node to assign the remaining tasks of the applica-
tion is the third role of the proposed algorithm. Extension
of this work has been presented in [35], where the Smart
Hill Climbing SHiC technique used for optimum first node
selection for application task mapping. A Hierarchical And
Dependency-aware (HAD) task mapping technique has been
proposed in [36]. One core in the network, bottom left in this
case, is dedicated as Global Manager (GM). GM executes the
HAD algorithmwhere initially, the number of task transitions

are compared with the available cores and in second step
placement of cores are decided by calculating mean occupied
position (MP). [22, Fig. 3], shows the hierarchical task map-
ping approach. In [37], a runtime distributed task mapping
approach DRTRM has been proposed. DRTRM is based on
the scheme of local managers and controllers. This technique
is classified into three categories named initial core, manager
core and controller core. Initial core selects cores for mapping
while the manager core manages resources and the controller
core monitors activity of different regions of the platform.
Another first node selection based technique namely proac-
tive region selection strategy (MapPro) presented in [38].
The technique exploits the idle time between two consecutive
application mapping requests to find appropriate candidate
regions for mapping. The idea of the ripple effect defines
adjacent neighboring nodes for mapping. MapPro technique
offers a decrease in execution time and low congestion.

In [39], authors have proposed a run-time multi-agent-
based distributed resource management approach DistRM for
NoC. [25, Fig. 4], explains the DistRM approach. Agents
are distributed over the complete network instead of a cen-
tralized placement and manage tasks mapping to available
cores. A run-time approach described the mapping of both
run time applications and offline applications on the same
network proposed in [40]. Critical run-time applications
are mapped nearby, while noncritical applications are then
spread over the available system nodes. The main goal of
the technique is to minimize average latency. Non-contiguous
application mapping improves the throughput of the system,
however, mapping on disconnected nodes in non-contiguous
mapping increase communication distance and may lead to
network delay and increased power consumption. The work
presented in [41] tried to improve non-contiguous mapping.
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TABLE 1. Comparison of different dynamic mapping techniques.

In this approach, mapping of tasks is decided based on
the communication volume and occupancy status. In [42],
a dynamic task mapping with a congestion speculation
(DTMCS) technique has been discussed. In DTMCS similar

to [36] HAD approach, no of tasks, of incoming application,
are compared with the available idle nodes and mapping
process executed if no of tasks is more than the available free
nodes. The source task is placed in the first place and the
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FIGURE 5. Different types of network contentions (a) Source-based contention (b) Destination-based contention and (c) Path-based contention [55].

distance of destination task is decided based on Manhattan
Distance. Distance between two points is defined as Manhat-
tan Distance. The proposed algorithm can decrease overall
congestion. A thermal aware dynamic mapping technique
with a Min Energy mapping algorithm has been presented
in [43]. The applications are considered for mapping on
the first-come-first-serve approach. If multiple applications
request for mapping at once, then the applications are ordered
based on communication and computation requirements. The
application with the highest demand is mapped first to a
node with the highest number of free neighbors, the rest
of the applications are mapped around it. A dynamic appli-
cation mapping approach Liso (L-shape isolated) has been
proposed in [44]. Liso provides non-interference communica-
tion among multiple applications with common resources by
dividing NoC into different isolated secure regions. Inspired
by complex network theory of social communities, a novel
approach to model the dynamic execution of an application
and partition the application into an optimal number of clus-
ters to provide load balancing, speedup and scalability and
parallel execution has been presented in [45]. In this work
analysis of low level virtual machine (LLVM) intermediate
representation (IR) for a specific application adopted to create
a dynamic application dependency graph and encoding its
memory and computational operations. Subsequently, based
on this graph an optimized to find optimal clusters has been
proposed that maximized the intra-cluster edges, equalized
the execution time of the clusters and kept cluster size equal
to core count. In [46], a runtime approach based on user
cooperation network coding has been proposed for NoC.
In this approach, a corridor routing algorithm and adaptive
flit dropping scheme presented to avoid congestion, branch-
blocking and deadlock at run-time. Table 1, represents the
comparison of experimental setup and benchmark used in
above stated literature.

B. STATIC MAPPING TECHNIQUES IN NOC
In the static mapping, all application tasks are mapped on
cores at design time. Resources on which an application task
is going to be operated are defined offline and are not altered
after that. Static mapping is also called offline mapping and

numerous algorithms have been proposed to find an opti-
mal application mapping. The static mapping application
techniques can be classified into two main branches named
(1) Exact (mathematical based) mapping and (2) Search
(heuristic) basedmapping, as shown in Fig. 2. Search based
mapping can further be categorized into deterministic search
and heuristic search.

1) EXACT (MATHEMATICAL) APPLICATION MAPPING
The Exact mapping or mathematical programming based
mapping offers an optimal mapping solution. In [47],
authors have reported a Mixed Integer Linear Programming
(MILP) based application mapping technique for heteroge-
neous architectures. This is a combination of hardware and
software processes and executes iteratively until the required
results are achieved. In this multiprocessor technique, some
processors are application-specific, while others are pro-
grammable. A MILP formulation for mapping has been pro-
posed in [48]. The cores are mapped onto NoC by taking into
account the core placements options, network interfaces for
communication and switches for each core. It is stated that
the energy consumption is improved when applied on random
and real benchmarks

In [49], a two-phase mapping approach for heterogeneous
NoC architecture has been presented. For the initial phase,
cores are mapped by a greedy mapping approach and later
on, in the second phase core placements are improved by
applying Tabu search. A MILP based technique computed
the size and position of the network components and cores.
While MILP techniques produce optimal mapping solutions,
the main bottleneck is the execution time. To minimize pro-
cessing time, a MILP formulation [50], segregated the appli-
cation task graph into different clusters and defined a custom
topology. In this approach, the main optimization objective
is to lessen power consumption. Network processors exe-
cute high-performance applications by incorporating features
like block multithreading and symmetric multiprocessing
(SMP). Mapping an application onto such a multifaceted
multithreaded and multiprocessing processor is a challeng-
ing job. In [51], a two-stage Integer Linear Programming
(ILP) based strategy has been proposed for mapping and
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process distribution on SMP and block multithreading based
processors. In [52], authors have evaluated and presented
an ILP based scheme for reducing the energy consump-
tion in an NoC based Chip Multiprocessors (CMP) network
through voltage scaling and shutting down specific com-
munication links. Energy-efficient approaches for mapping
employed MILP approach have been described in [53] man-
aging operating voltages, routing and application mapping.
According to [54], first, the existing ILP formulation has
been extended to take both communication and processing
energy into account. Subsequently, a Simulated Annealing
(SA) approach with Timing Adjustment (SA-TA) presented
to enhance the optimization method. The work presented
in [55] analyzes the sources that cause network contention.
It proposes a contention aware ILP based application map-
ping solution to minimize the network contention. Different
types of network contentions such as path-based, source-
based, and destination-based as described in [55, Fig. 5],
are discussed and the result shows that packet latency is
improved by decreasing the network contention, but with high
communication energy.

According to [54], first, the existing ILP formulation has
been extended to take both communication and processing
energy into account. Subsequently, a Simulated Annealing
(SA) approach with Timing Adjustment (SA-TA) presented
to enhance the optimization method. The work presented
in [55] analyzes the sources that cause network contention.
It proposes a contention aware ILP based application map-
ping solution to minimize the network contention. To reduce
energy consumption for different real-time benchmarks, ILP
formulation based mapping solution has been discussed in
[56]. ILP based techniques define optimum mappings. How-
ever, the execution time is very high. To cater to the problem
of high execution time, a clustering-based approach has been
presented in [57]. As in [50], the mesh network is divided
into small zones or smaller meshes called clusters [57]. Clus-
ters are mapped to corresponding smaller meshes and in
the end, all smaller meshes are combined to get the final
result. It has been reported that the execution time improved
with a disadvantage of an increase in the communication
cost.

In [58], a cluster-based mapping approach is imple-
mented to cut communication costs and performance is
evaluated on multiple benchmarks. ILP based application
mapping technique compared with GA, SA, and heuristic-
based application mapping techniques in [59]. A mathe-
matical goal-oriented self-organized approach presented in
[60] that offers large scale parallelism to cope with the
challenges faced by the design of NoC as the backbone
of Cyber-Physical Systems (CPS) and to optimize cost
functions. In this work, the authors advocate for goal-
oriented self-organized distributed algorithms for encourag-
ing self-awareness and autonomy for design cost optimization
and predict information about CPS future state. Table 2
represents the exact different exact application mapping
techniques.

FIGURE 6. SBMAP algorithm [65].

2) SEARCH BASED MAPPING
Search based mapping can be set apart in two succeed-
ing branches, (a) systematic or deterministic search and (b)
heuristic search.

a: SYSTEMATIC AND DETERMINISTIC SEARCH
Application mapping algorithms employing Branch-and-
Bound (BB) approach belong to the deterministic search. This
approach can be used for smaller applications as for large
applications it takes more execution time. The flow chart of
the BB approach is presented in Fig. 7. In [61], authors
have proposed an efficient branch-and-bound based scheme
to resolve the problem of energy-aware application mapping.
Here, the main objective was to reduce the total commu-
nication energy of regular network on chip architectures.
The same issue was addressed in [62], where authors pro-
vided an improved solution to the problem of decreasing the
total communication energy by proposing a deadlock-free
deterministic routing. An IP core with high communication
volume may cause heavy traffic load, which subsequently
may become a hotspot on routers. Hotspot results may cause
a rise in power density that can upset the reliability of the sys-
tem. To address this issue, new Network Interfaces (NI) and
traffic balanced IP mapping algorithm (TBMAP) has been
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TABLE 2. Comparison of different exact mapping techniques.

presented in [63]. TBMAP used an improved and modified
branch-and-bound technique. The traffic is balanced without
compromising on the network performance. However, some
paths can become longer to achieve a balance which may
cause high communication costs. A two-step bandwidth con-
strained algorithm called Elixir has been presented in [64].
In the first step mappings having the smallest communication
cost are defined by the search tree approach. Finally, the best
mapping with minimum latency and power consumption is
obtained by employing the Polaris toolchain technique.

In [65], authors have proposed a bandwidth-constrained
multi-objective segmented brute-force mapping (SBMAP)
algorithm for NoC. SBMAP reduces the computational
complexity and communication energy of the NoC design.
This algorithm segregates the application into multi-
ple segments and applies a modular system search
to find the optimized mapping solution. [65, Fig. 6]
describes the flow chart of the SBMAP algorithm
and Table 3 represents the comparison of experimental
setups and benchmarks used in deterministic search-based
techniques.

b: HEURISTIC SEARCH
Various heuristic search mapping solutions have been pro-
posed in NoC. These approaches can be ordered as transfor-
mative and constructive heuristics.

i) TRANSFORMATIVE HEURISTICS

Transformative heuristics use prevailing optimization solu-
tions to achieve improved mapping solutions for applica-
tion mapping in NoCs. Some prominent examples of such
mapping solutions are the Genetic Algorithm (GA), Ant
Colony Optimization (ACO), and Particle Swarm Optimiza-
tion (PSO).

Genetic Algorithm (GA) by David E. Goldberg is a
stochastic search algorithm derived from natural genetics
operations. The chromosomes population grows over a spec-
ified number of generations based on the proposition of nat-
ural selection. A part of the population of the new generation
usually evolves by directly copying top and fit chromosomes
from the previous generation. The remaining population is
formed by crossover and mutation. In crossover two chro-
mosomes based on fitness, criteria are selected as parent
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TABLE 3. Comparison of different deterministic search based mapping techniques.

FIGURE 7. Branch and bound approach (a) Branch-and-bound search tree
(b) Flow diagram of branch-and-bound technique.

chromosomes and their parts are used to form new offspring.
While in mutation, portions of a parent chromosome are
modified.

Particle Swarm Optimization (PSO) technique is ani-
mated by the social behavior of fish schooling and bird
flocking. Here, multiple contender solutions, called a par-
ticle, cooperate with neighboring particles and evolve into
problem space established on the experience of individual
particle and of neighboring particles. The fitness value is the

criteria to estimate the worth of any particle in search space
[66]. Ant Colony Optimization (ACO) technique [67] is a
probabilistic technique centered on population and inspired
by the natural conduct of ants in navigating the trails from
their colony to a food source. Once a path is defined by one
ant all ants are expected to follow that trail. Other optimiza-
tion approaches such as firefly optimization algorithm and
artificial bee colony optimization algorithm based application
mapping approaches have also been reported.

In the work [68], a two-step G A based application map-
ping that minimizes the execution time has been proposed.
In the first step, application tasks are allocated to cores with
speculation that all edge delays are persistent and equal to
the overall edge delay. In the second step, to reduce the total
delay of the system, the cores are assigned to tiles of NoC
based on the actual delay of the network traffic model. Delay
factors such as packet length, network contention have not
considered in this work. A genetic algorithm (GA) based
mapping [69] takes important delay factors mentioned above
into account and perform mapping with reduced average
delay. The population corresponds to the critical positions of
the NoC. Initially, the population is selected randomly and
after that to form a new generation, a multi-point crossover is
employed with the randomly selected population. The fitness
function, in this case, is the average waiting time. The number
of cores in the constraint core graph is equal to the size of a
chromosome. The chromosomewith lower waiting time takes
part in the crossover. The mutation is executed randomly to
achieve local or global minima and this process performed
repeatedly until the lowest average waiting time remained
constant for a specific number of iterations.

In [70], a genetic algorithm called CGMAP presented,
which finds application mapping by using the advantages
of chaotic systems as an alternative of random processes
in GA. It is reported that the offered algorithm performed
well when compared to previous similar algorithms. Another
two-phase application mapping algorithm GAMR based on
GA approach has been reported in [71], in the first phase,
it finds the suitable mapping of cores while in the second
stage, GAMR creates deadlock-free routing for communi-
cation paths between nodes of NoC without disturbing the
arrangement of cores created in the first phase. A3MAP [72]
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TABLE 4. Comparison of different transformative heuristics based mapping techniques.

algorithm proposed for regular and irregularmesh-basedNoC
with homogenous and heterogeneous cores. The partition-
based task mapping is found by two heuristics, an optimized
mapping based on GA and a successive relaxation algorithm
for fast mapping, which offers a better trade-off between
runtime and performance. A multi-objective hybrid scheme
presented in [73], where the PSO technique with Dijkstra’s
shortest path algorithm is used to decide the shortest path
between cores and to improve overall performance. Work
proposed in [74] calculated application mapping for NoC
by using the PSO technique. Multiple real-time benchmark
applications used to evaluate performance and results were
compared with previous application mapping approaches.
According to work presented in [75], multiple mappings
solution generated and best mapping is decided based on
three performance constraints. They are communication cost,
contention factor and robustness index. A new application
mapping technique reported in [76], where the Modified

NMAP algorithm in combination with the PSO technique
used for finding the best mapping solution. In [77], authors
have discussed a new task mapping technique on Butterfly-
Fat-Tree (BFT) based NoC, where they used Discrete Particle
Swarm Optimization (DPSO) strategy for application map-
ping. In [78], authors have reported a hybrid technique for
application mapping for NoC in combination with the Tabu
search to expand the search space. The deflection approach
forced swarm particles to discover more solution space before
converging to the global best result.

A reliability aware model for mapping in NoC has been
proposed in [79], where an amplified version of the stan-
dard PSO technique is used with a constructive heuristic to
improve the reliability. The deterministic algorithms need
significant computation time to explore the ideal mapping
result. Meta-heuristic algorithms (MA) offered a solution to
this problem; however, mostMAs are aimed for uninterrupted
problems and undergo early convergence. Mapping based
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TABLE 5. Comparison of different Constructive heuristic with iterative improvement based mapping techniques.

on binary meta-heuristic has been proposed in [80], which
offers a better balance between exploration and exploitation
to solve the mapping issue. An adaptive scheme is employed
to integrate the Sine Cosine Algorithm (SCA) and Particle
Swarm Algorithm (PSO) to traverse search space more effi-
ciently to converge on a globally optimal solution. A two-
phasemapping strategy based on PSOused for reconfigurable
design to curtail the communication cost has been discussed
in [81]. A global mapping is achieved by merging multiple
applications during the initial phase andmultiplexers are used
to reconfigure by relocating the cores to nearby routers. The
proposed algorithm has not been compared with any existing
approach. The bandwidth requirements have been minimized
by the ACO based mapping approach [82]. In the work
[83], a multi-objective ACO based approach is applied to
discover the optimal solution for mapping that optimized the
energy consumption and hotspot temperature. A hierarchical
parallel genetic algorithm (HPGA) has been proposed for
multi-core System-on-Chip (SoC) in [84], a new architecture
consists of two multiplexing schemes specifically dynamic
injection bandwidth multiplexing (DIBM) and time-division
based island multiplexing (TDIM) with a task-aware adaptive
routing algorithm presented to enhance speedup and mini-
mize the hardware overhead. A quick summary of different
transformative heuristic techniques is presented in Table 4.

ii) CONSTRUCTIVE HEURISTICS
In this type of heuristic, half-done mapping results are pro-
duced in sequence, and in the end, the decisive solution for
application mapping is attained. The constructive heuristic
is of two main types, heuristics without iterative improve-
ment or with iterative improvement. Techniques based on
constructive heuristic searches are generally much faster than
the transformative heuristics.

• CONSTRUCTIVE HEURISTIC WITH ITERATIVE
IMPROVEMENT

In this approach, a preliminary solution on some predefined
criteria is used to map cores from the core graph onto a topol-
ogy graph. After initial placement, an iterative improvement
procedure is performed on the initial mapping to achieve the
improved final solution.

In [85], a three-phase mapping method to minimize aver-
age communication delay has been proposed which fulfills
the bandwidth constraint. A polynomial time constructive
heuristic approach namedMOCA for mesh-based NoC archi-
tectures with low energy requirements has been presented in
[86]. It is reported that the MOCA algorithm is less complex
than that of NMAP [85]. A Cluster-based mapping approach
combined with simulated annealing has been presented in
[87]. Initially, cluster-based mapping is performed and then
improved by applying a simulated annealing approach to
derive a final mapping solution. In [88], a less complex band-
width constrained constructive heuristic algorithm (Onyx)
has been suggested. In this technique, at first, the core having
the maximum communication bandwidth placed at the center
of the network. Cores to be mapped next are ranked based on
their communication demand with previously mapped cores.
By using the lozenge-shaped path approach, the unallocated
cores are placed at the distance of one or two hops from
the related core until all empty tiles are mapped. A similar
approach has been discussed in [89]. In [90], priority lists are
created based on the communication bandwidth and degree
of interconnection between nodes before mapping. Tasks are
then mapped in a zigzag manner starting from one corner
and end on another corner of the mesh-based NoC. LMAP
algorithm has been reported in [91]. Here, the Kernighan-
Lin bi-partitioning K-L scheme has been used to discover the
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TABLE 6. Comparison of different constructive heuristic without iterative improvement-based mapping techniques.

placement of cores by examining their bandwidth demand.
The iterative improvement phase further used to refine
the preliminary mapping. A sequential relaxation algorithm
resolves the mapping and a genetic algorithm is realized as
an initial mapping to yield improved final mapping [55].
In [92], a performance-aware mapping algorithm

(Map_Graph) has been proposed. It displays rational
enhancement in communication costs while taking into
account the static operation of the system. The offered
techniques show improvement in energy consumption and
dynamic performance of the mapping solutions when com-
pared to near-optimal ILP mapping. The work presented
in [93], has hired the abstract graph mapping approach as
a replacement for common application core graphs which
has been employed in most mapping techniques. Table 5
shows a summary of constructive heuristics with iterative
improvement based mapping techniques.

• CONSTRUCTIVE HEURISTIC WITHOUT ITERA-
TIVE IMPROVEMENT

Mapping is performed based on some predefined criteria by
assigning cores one by one onto the NoC topology graph.
However, no optimization technique is applied to the primary
mapping solution to derive a better mapping solution and
the initial placement of cores remains unchanged. PMAP a

two-stage mapping algorithm has been offered in [94], where
clusters having high communication are assigned on parallel
nodes. A unified mapping approach with time slot allocation
and routing algorithm has been reported in [95]. SMAP [96] is
a simulation-based application mapping algorithm that offers
a reduction in communication energy and execution time.
In this strategy, the task with top priority is placed at the
center and rests of the tasks are placed spirally starting from
the initially assigned/mapped task to the boundaries of the
NoC. A binomial mapping scheme has been proposed in [97].
Cores are ranked based on the communication bandwidth
between them. Subject to the IP core ranking, the IP core sets
with the highest communication are merged two-by-two on
each iteration. RMAP [98] mapping approach contemplates
transient errors arising in switches and channels of the NoC
caused by the data spreading over the channels. In RMAP,
the application graph is divided into two subdomains and
channels with fewer communication loads are used to route
packets redundantly to achieve reliability.

CastNet [99] maintained a significance list of the appli-
cation tasks based on overall and average communication
bandwidth. Initial mapping is performed based on a priority
list. The initial cores to be mapped are selected from different
symmetry groups. This procedure repeated for the rest of the
tasks for mapping. A set of mapping solutions are created
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and a priority list is updated after each mapping. In the end,
from a set of mapping solutions, the best mapping solution
selected as a final application mapping solution. Cellular
Learning Automata-based optimized mapping algorithm for
NoC designs has been reported in [100]. In this strategy, set
of five actions used features of Cellular Learning Automata
to select the best states for every cell based on reduced
communication cost.

In [101] maximum spanning tree is constructed by extract-
ing the most prominent part of the application based on
average communication cost. Mapping is decided based on
the effects of communication cost, the longest path to descen-
dants, and the core’s degree. Finally, the most suitable tile
to be mapped is selected which has more free neighbors
and available connections. Two-step algorithmmapGtoM has
been offered in [102]. In the first step, constructive appli-
cation mapping is performed by selecting the tiles with tile
symmetry as initial tiles for mapping and nearby cores are
mapped close to each other.

Multiple mapping solutions are generated, and the best
solution selected based on total communication energy.
In the second step, all cores with no active neighbors swap
their places providing they devour less energy than the pre-
vious state. Table 6, presents a summary of constructive
heuristics without iterative improvement basedmapping tech-
niques. Task graphs of MPEG-4 and VOPD with final appli-
cation mappings results of few selected mapping algorithms
are represented in Fig. 8.

III. SUMMARY
In this study, we have tried to highlight a comprehensive
review of the static and dynamic application mapping prob-
lem. As discussed earlier, the application mapping is an NP-
hard problem and various heuristic algorithms have been
proposed to optimize different performance metrics. A gen-
eral observation regarding static mapping strategies is that
most of the work focused on minimizing the communication
energy consumption with the communication bandwidth on
the network links used as a constraint. The algorithms pre-
sented in the static mapping domain try to optimize multiple
traits using specific models, making certain assumptions,
application mapping is performed at design-time, and it is
not going to change during run-time or dynamically. In this
approach, the platform is dedicated to operate on a specific
application and dynamic features such as task insertion, task
migration and removal are not considered during run-time.
Search algorithms using Branch-and-Bound (BB) belong to
this category. It is a systematic search algorithm that topo-
logically finds the mapping by searching the solution in
tree branches and bounding unallowable solutions. It can
be applied to smaller problems, as search time grows expo-
nentially with the size of the problem. Different from the
static mapping approach, in dynamic mapping, application
mapping is executed during run-time. In dynamic mapping,
the time consumed by the mapping algorithms to run and
produce an optimal solution is critical since it converts into

an overhead to the overall execution time. A compromise has
to be made between execution time and performance. The
dynamic mapping algorithms are required to perform effi-
ciently to provide quick output so greedy heuristic approaches
are employed that locally search the solution space. However,
these types of heuristic techniques do not guarantee to find
globally optimal solutions or to achieve a required perfor-
mance within a specific time. Therefore, the inherent non-
deterministic hard real-time applications could not depend
on dynamic mapping. The different mapping approaches
reviewed in this study presented different mapping solutions
that try to offer optimal mapping solutions making certain
assumptions and using specific models. This review provides
useful insight into many of these approaches that could help
understand the problem of mapping real-time applications.

IV. CURRENT AND FUTURE CHALLENGES IN
APPLICATION MAPPING
This section discusses some of the upcoming trends and
challenges to be faced to take the mapping approaches into
the next era. Some of the trends are addressed in the following
section.

A. HYBRID APPLICATION MAPPING
Three types of application mapping techniques have been
reported: Design-time mapping (static mapping), run-time
(dynamic mapping) and hybrid mapping techniques. Mostly
the design time techniques have been reported in the liter-
ature. Though, their incapability to manage dynamic/ real-
time scenarios gave rise to the research on dynamic map-
ping techniques. Dynamic mapping strategies overcome the
limitations of handling dynamic workload requirements in
real-time but with the consequences of inefficient application
mapping due to inadequate computational power in real-time.
Consequently, the problems of the design stage and run-time
techniques have been catered by hybrid application mapping
techniques. Hybrid techniques try to integrate the benefits of
both domains. The hybrid technique incorporates the features
of design time approaches with real-time controlling andmin-
imum computation time to find efficient mapping solutions
for incoming applications.

In [103], authors have proposed a hybrid strategy that
contemplates a design space examination at design time
joined with appropriate online performance analysis. A tree-
based hybrid application mapping strategy that explored the
design space for heterogeneous MPSoC systems has been
reported in [104]. Application clustering is integrated with
a tree-based method during design time, while application
classification and feature extraction are performed online
based on prominent machine learning approaches. Work pre-
sented in [105] analyzed two techniques for hybrid appli-
cation mapping, a backtracking problem-specific technique,
and a general-purpose SAT solver. In [106], authors have
presented a hybrid scheduling algorithm called HYSTERY
for heterogeneous multiprocessor systems. Where design
challenges are optimized at an offline phase by resolving
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FIGURE 8. Mapping results of different application mapping algorithms (a) Task graph of MPEG-4 and VOPD (b) VOPD mappings.

an optimization problem and take into account the load bal-
ancing in task allocation. The mapping solution derived at
design time is applied and the design parameters are ana-
lyzed periodically and controlled during run time. A hybrid
approach Self-aware System-on-chip using a Static-dynamic
(SSS) approach has been discussed in [107] to realize self-
awareness, self-optimization, and minimization of hotspots

in NoC design. Static mapping is used for self-optimization
while for task migration a dynamic task manager has been
proposed. In [108], authors have proposed an optimized,
search based near-optimal mapping hybrid mapping algo-
rithm called ONMAPwhich exploits the properties of NMAP
and exact optimization approaches. The search space for
mapping real-world application is optimized by segmentation
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to achieve fast simulation results. BEMAP [109] algorithm
employs the methodical search optimization and modular
exact approach to achieve an improved multi-objective map-
ping solution for the applicationmapping problem of the NoC
design.

B. MACHINE LEARNING AND NEURAL NETWORKS
APPLICATION MAPPING
The acceptance and reputation of machine learning
approaches have been on the rise in the previous decade.
The learning feature of these procedures has made them
a better choice for resource allocation and prediction. The
machine learning based methods mostly need a large amount
of data set to learn and then predict for a specific plat-
form. If the system conditions remain the same during the
earning or training phase and after it, high precision in
prediction and correction of the design parameters can be
achieved by using advanced machine learning and deep
neural network methods. The machine learning methods can
be categorized based on their capability to adjust to changes.
The training phase of these methods is data-intensive, time-
consuming and also requires thorough analysis and tuning at
the design stage. These approaches trained with the help of
predetermined platforms and workloads and improve them at
runtime by learning new changes in the behavior of workload
to enhance prediction precision and management efficacy.
Artificial Neural Networks (ANNs) such as Convolutional
neural networks (CNNs) and deep neural networks (DNNs)
are machine learning models that take a set of inputs and
automatically learn to estimate a target function based on it.

A machine learning based self-optimizing and self-
programming computing system (SOSPCS) design frame-
work for heterogeneous systems has been proposed in [110].
In the first phase, at compile-time, a task pool comprising of
hybrid tasks with different processing elements (PE) grouped
according to target applications. Neural networks identified
the tasks from target applications to be run on GPUs. Next,
at runtime, a distributed reinforcement learning-based tech-
nique is used tomap the selected tasks onto the heterogeneous
PEs. SVR-NoC, a learning based support vector regression
(SVR) model for evaluating Network-on-Chip (NoC) latency
performance has been proposed in [111]. Instead of using
classical queuing theory SVR-NoC uses a kernel-based sup-
port vector regression method to predict the channel average
waiting time and the traffic flow latency. A neural networks
model, Neuro-NoC for online resource monitoring and con-
figuration in many-core NoCs is proposed in [112] to achieve
power-thermal efficiency in the dark silicon era. Neuro-NoC
model exploits the neural networks learning algorithm and
proposed a distributed cluster-wise neural network and a
global neural network model to dynamically predict, config-
ure and monitor NoC resources based on runtime learning of
the system status.

In [113] several NoC topologies have been discussed and a
concentrated mesh NoC architecture considering the commu-
nication patterns of deep neural networks has been proposed.

Furthermore, a computation and communication aware math-
ematical model and mapping solution have been proposed
which increases the parallelism andminimizes the hotspots in
theNoC by distributing the loads evenly all over theNoC. The
authors present a Cross-Layer based neural mapping method
CLAMP [114] that maps synaptically connected neurons
belonging to adjacent layers into the same on-chip network
node. The strategy is suitable for different SNN topologies
including all-to-all connection and connection partially layer
by layer. To adapt to various input patterns, the approach also
considers input spike rate and remap neurons for improv-
ing mapping efficiency. The method helps to reduce inter-
core communication costs. An NoC-based DNN accelera-
tor design paradigm is presented in [115]. The proposed
accelerator is based on mesh topology, neuron clustering,
random mapping, and XY-routing and offers a reduction in
off-chip memory accesses with a flexible interconnect that
optimized communication between processing elements on
the chip. In [116], a novel NoC design Neu-NoC is proposed
to optimize the traffic in neuromorphic acceleration systems.
A set of techniques, i.e., sparsity-aware traffic reduction, NN-
aware mapping, and multicast are proposed to reduce average
hops account and redundant traffics. Neu-NoC can effectively
reduce the average packet latency and energy consumption.
To facilitate the evaluation of Neural Networks (NNs) such as
Artificial Neural Network (ANN) and Convolutional Neural
Network (CNN) on NoC, cycle-accurate NoC-based neural
network simulators have been proposed in [117], [118].

C. APPLICATION MAPPING FOR 3D NoC
Integration of multiple layers of processing cores into a single
system as 3D designs lead to reduce signal transmission
delay, area, and power. These advantages make 3D multi-
core architectures a prospective substitute to be used in future
high-performance computing systems. Regardless of having
several advantages, the 3D high integration density brings
major apprehensions in the temperature increase that causes
thermal hot spots and high-temperature gradients. This might
lead to an unreliable system and degraded performance.
The efficient thermal management of 3D architectures is
challenging and requires an investigation of efficient method-
ologies. An energy and performance aware application map-
ping algorithm for inhomogeneous 3D NoCs is presented
in [119]. In [120] an efficient runtime mapping algorithm
to reduce both communication latency and overall applica-
tion running time under thermal constraint for 3D NoCs is
proposed. Work in [121] presents a knowledge-based multi-
objective KBMA-based approach for successful mapping of
IP blocks to 3D NoC tiles with standard NoC architectures
like mesh, torus, ring, and BFT. Various prominent research
activities in the domain of 3D NoC system design and test
have been addressed in detail by authors in [122]. However,
the development of efficient mapping approaches taking ther-
mal issues into account for 3D architectures will continue
in the coming future. Further, 3D heterogeneous architec-
tures will require to be considered for better accomplishing
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FIGURE 9. Fault-tolerant application mapping in NoC [6].

the increasing functional and non-functional demands. Het-
erogeneity inflicts further challenges for managing differ-
ent types of cores. Some added challenges also need to be
addressed to take the mapping approaches into the next era.
For example, development of efficient programming models
for large scale and 3D architectures, efficient synchroniza-
tion, debugging of several concurrent executions and control
of concurrently executing tasks on such architectures.

D. FAULT TOLERANCE APPLICATION MAPPING IN NOC
Ever since the density of transistors on integrated systems has
increased and applications are becoming more complex. The
reliability of the system has grown into a major challenge in
NoC design [123]. Various research works have discussed
the issue of reliability in NoC, addressed multiple problems
and factors causing reliability issues and proposed fault-
tolerant models and frameworks to detect and diagnose faults
[124]–[126]. Work presented in [123] categorizes reliability
into fault avoidance and fault tolerance. These approaches
are used just after the detection and diagnosis steps in the
reliability enhancement procedure. The organization of fault-
tolerant approaches based on redundancy has been discussed
in [127]. Authors in [128] have presented a low cost and effi-
cient fault-tolerant router design for reliable NoC. Techniques
presented in this particular design can prevent the router from
permanent faults. Transient faults are also the major reason
of failure in the NoC design and need prevention. A forward
error correction based transient fault mitigation technique is
presented in [129].
• CATEGORIZATION OF FAULT-TOLERANT
APPLICATION MAPPING

Based on the central proposition implemented to address
the issue of reliability in NoC, three classes of fault-tolerant
application mapping can be pointed out [127].

1. Joint mapping and routing based approaches.
2. Redundancy based approaches.
3. Task remapping based approaches.
[6, Fig. 9], presents a summary of the fault-tolerant appli-

cation mapping approaches. The detail of each category is
given below.

1) JOINT MAPPING AND ROUTING BASED APPROACH
In this approach, mapping and routing approaches are com-
bined to increase reliability. The application and network
layers are evaluated together for fault tolerance in NoC.

2) REDUNDANCY BASED FAULT TOLERANCE APPROACH
Redundancy is a definitive approach typically employed
to tolerate different kinds of faults and classified into the
hardware and software redundancy-based fault tolerance
approaches. Spare parts are used to avoid faults in hardware
redundancy based approaches while communication or tasks
are replicated for fault tolerance in software redundancy
approaches [127].

3) FAULT-TOLERANT BASED ON REALLOCATION
Reallocation or task migration-based fault-tolerant tech-
niques are mostly used to tolerate faults at a system level.
Task migration involves relocating a task from one node
to another for execution based constraints and performance
requirements of NoC. The fault-tolerant FT approaches based
on task migration can be classified into the following cate-
gories [130].

i. Static reallocation: In static reallocation and task
migration technique, assignments and mappings are
performed and protected offline at the design stage for
various fault scenarios [131].

ii. Dynamic reallocation: Contrasting to static realloca-
tion, the choice of tasks migration in dynamic real-
location techniques is made online during run-time
concerning multiple measures, such as new enabling
applications, fault setups, resource readiness, and NoC
status. The migration approach, in this case, it needs
to contemplate various constraints, including migration
overhead [6].

iii. Quasi-Static reallocation: These approaches make
use of the benefits of both static and dynamic
reallocation approaches. The task migration deci-
sions are performed online based on analysis done
offline [6].
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FIGURE 10. Performance factors comparison of different application mapping algorithms on VOPD application.

V. RESULTS AND PERFORMANCE COMPARISON
• SIMULATION SETUP

The performance of application mapping algorithms is
usually evaluated on a set of benchmarks. Based on the
literature survey three broadly used benchmarks are VOPD,
MPEG-4, and PIP. For performance comparison and eval-
uation, we have filtered out and selected the literature
which has given final application mapping results of VOPD
and MPEG4 benchmarks for mesh-based NoC architecture.
NoCTweak [132] is an open-source SystemC based cycle-
accurate NoC simulator. NoCTweak has the choice of multi-
ple performance parameters like power, energy, latency, link
bandwidth, and throughput. NoCTweak can be integrated
with the ORION tool [133], [134] for finding the power at
different CMOS nodes based on its computational power
models. RTL designs inVerilog of all router components were
synthesized with Synopsys Design Compiler and placed &

routed with Cadence SoC Encounter using a 65 nm CMOS
standard cell library. Post-layout power data of these compo-
nents are fed to the simulator for power and energy estima-
tion based on the activities of components while running a
certain traffic pattern. However, it has limited NoC design
capabilities like topology synthesis, mapping optimization,
and accurate performance and energy models.

To overcome the shortcomings of the available NoC tools,
the NoCTweak simulator has been modified to perform anal-
ysis and evaluation of different application mapping algo-
rithms. The newmodifiedNoC simulation framework, named
as ENoCTweak is developed in this research work. This
framework is mainly based on the NoCTweak simulator
with added parameters and integration of other NoC compo-
nents and simulation platforms. All algorithms having final
mapping results are simulated on the ENoCTweak simula-
tor on the Intel Core i5 platform with 8GB main memory
and 2.5 GHz clock frequency. Finally, simulated results are
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FIGURE 11. Performance factors comparison of different application mapping algorithms on MPEG4 application.

categorized in different mapping techniques based on their
genre. The main objective here is to analyze and evaluate
the best algorithm in every branch by executing VOPD and
MPEG4 benchmarks. The results of different performance
constraints such as communication cost, latency, throughput,
energy, and power are calculated by following mathematical
models.

The communication cost is calculated, using the following
equation 1.

Cost =
∑n

i,j
[Bti,tj × Nh] (1)

where,
Bti,tj = arc bandwidth from tile ti to tile tj
Nh =Manhattan distance of the NoC architecture

The Manhattan distance from the source (xi, yi) to the
destination node (xj, yj) of the NoC architecture is given by:

Nh = |xi − xj| + |yi − yj|

The average latency Ltav of the network is represented by
equation 2:

Ltav =
1
N

∑N

i=1

1
Ni

∑N

j=1
Lt ij (2)

where,
Lt ij : Latency of packet j,
N: Number of processors in the platform
Ni :Number of packets received by a single processor after

i warm up time.
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TABLE 7. Result comparison of different application mapping algorithms for VOPD.

The average throughput Thav of the network is described
in equation 3:

Thav =
1

N (Tsim − Twrm)

∑N

i=1

1
Ni

(3)

where,
Tsim : Simulation time
Twrm :Warm-up time
The average Power Pwav of the network is presented in

equation 4:

Pwav=
1
N

∑N

i=1

∑N

j=1

1
Ni

[
αi,jPwact,j+

(
1− αij

)
Pwinact,j

]
(4)

where,
Pwact,j : Active power
Pwinact,j : Inactive power of component j.

αij : Active measurement of the component j in the router i
Finally the average energy Enp spent by each packet in the

network is given in equation 5:

Enp =
(Tsim−Twrm)(

NNp
) ∑N

i=1∑N

j=1

1
Ni

[
αi,j Pwact,j +

(
1− αij

)
Pwinact,j

]
(5)

where, NP is the total number of packets, travelled across the
NoC network.

Simulation results of different algorithms when executed
with VOPD and MPEG4 benchmarks on the NoCTweek
simulator are shown in Table 7 and Table 8 respec-
tively. In Fig. 10 and Fig. 11, a graphical comparison of
various mapping algorithms performance on VOPD and
MPEG4 benchmarks is presented. In Constructive heuris-
tic with iterative improvement branch, the Map_graph
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TABLE 8. Result comparison of different application mapping algorithms for MPEG4.

algorithm gave the best cumulative results on VOPD as
compare to other algorithms related to the same branch of
application mapping. The mapGtoM algorithm has better
performance than other Constructive heuristics without iter-
ative improvement algorithms. It is evident from the results
that Map_graph and Integer Linear Programming (ILP)
methods produce optimal results at the cost of greater exe-
cution time because application mapping is Non-Polynomial
hard (NP-hard) problem. ILP methods fail to converge in
polynomial time for larger applications and should be used
only for small size embedded applications. The heuristics
and Metaheuristics methods are faster and are good enough
but do not guarantee optimal results for real-time embed-
ded applications. Hybrid methods are faster as well as pro-
duce a near optimal solution and can be utilized for most
of the embedded applications. NoC application mapping is
still an open research problem for the research commu-
nity to develop accurate and dynamic mapping tools and
algorithms.

VI. CONCLUSION
This paper studied and evaluated most of the reported appli-
cation mapping techniques for NoC. The classification of
available mapping techniques into different categories is pre-
sented based on their proposedmapping algorithms. Dynamic
mapping techniques are presented whereas static mapping
approaches are discussed in detail and have further been
unveiled as exact application mapping and search based map-
ping schemes. The comparative analysis is carried out for the
performance comparison of different static (offline) appli-
cation mapping techniques by mapping real-time embed-
ded application benchmarks i.e; VOPD and MPEG4. Based
on simulated results, it is concluded that the Map_graph
algorithm gave the best cumulative results on the VOPD
application as compare to other algorithms related to Con-
structive heuristic with iterative improvement algorithms.
mapGtoM algorithm has better performance than other Con-
structive heuristics without iterative improvement algorithms.
ILP and Branch and Bound BB also achieved the optimum
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results, however, for application with large numbers of nodes
it is taking too much computation time to generate a solution.
Similarly, application mapping techniques based on genetic
algorithm and simulated annealing obtain better solutions
most of the time but at the cost of higher run-time latencies.
Constructive heuristic algorithms are fastest and can be more
useful when execution time is crucial for the application
mapping of NoC designs.
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