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Abstract Routing and broadcasting are major parameters determining the perfor-
mance of interconnection networks. In this paper, we propose a new Petersen-torus
network NPT(m, n) by modifying the external edge definitions of the Petersen-torus
network to improve its diameter and broadcasting times. We also show one-to-all
broadcasting algorithms in NPT(m, n) using the single-link available and multiple-
link available models.

Keywords Petersen-torus network · New Petersen-torus network · Routing ·
Diameter · Broadcasting

1 Introduction

A computer system is scalable if it can scale up its resources to accommodate demand
for ever-increasing performance and functionality. In a parallel computer system with
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The new Petersen-torus networks 895

a distributed-memory architecture, the design of the interconnection network topology
is critical to the performance and scalability of the system. An interconnection network
can be modeled as an undirected graph G = (V, E), where V (G) is the set of nodes
and E(G) is the set of edges of graph G. Each processor is an element of V (G), and
two arbitrary processors, u and v, are connected by a communication link (u, v). In
G, each processor is represented as a node, and a communication link between two
processors is represented as an edge. The distance between u and v in G is defined as
the length of the shortest path connecting u and v, denoted dist(u, v). The diameter
of G is defined as the maximal value of the distances between all pairs of nodes in G,
denoted diam(G) (i.e., diam(G) = max{dist(u, v)|u, v ∈ V (G)}).

Because a delay will occur whenever a packet passes through a node, the efficiency
of communication can be improved by minimizing the diameter, and by minimizing the
delay in transferring a packet from a source node to a destination node under the worst-
case scenario for the network. As a result, with a given fixed number of interconnection
resources (i.e., nodes and edges of an interconnection network), being able to construct
an interconnection network with a diameter as small as possible is a very significant
factor in the design of an interconnection network [1]. Broadcasting is also one of the
major parameters determining the performance of interconnection networks, and is
significantly influenced by the efficiency of broadcasting algorithms [2]. Broadcasting
is a basic data communication method for interconnection networks, corresponding
to message transmission between nodes [3]. In general, messages are disseminated
between nodes in two ways: one-to-all broadcasting, whereby messages are sent from
a source node to all other nodes in the network, and all-to-all broadcasting, where
messages are sent from all nodes to all other nodes in the network [2–12]. Broadcasting
algorithms are commonly based on two communication models: single-port or all-port
communication [7,9]. In the single-port communication model, each node transmits
messages using only one link incident on it at each stage of broadcasting, whereas in
all-port communication, each node transmits messages using all links incident on it
at each stage of broadcasting. The former is known as the single-link-available (SLA)
model, and the latter is the multiple-link-available (MLA) model [13].

The mesh graph is one of the most well-known topologies for interconnection
networks, and a number of variations of the mesh graph have been reported [14–
21]. The Petersen-torus interconnection network PT(m, n) (m, n ≥ 2) is one such
variation that was proposed by Seo et al. [22], and is based on the Petersen graph
with a fixed four-degree network. The network costs are improved compared to mesh
variation networks that have an equivalent number of nodes as PT(m, n). Properties
including routing, broadcasting, and embedding were described, and advantages over
mesh variation networks have been detailed [13,22–28]. The diameter of PT(m, n)

has been shown to be 3(Max(�m
2 �, � n

2 �)) + 2 [22], and the one-to-all broadcasting
time is m + 2log2m + 13 with SLA model and m + log2m + 7 with MLA model [13].

In this paper, we propose a new Petersen-torus network NPT(m, n) by modify-
ing the external edge definitions specified in previous works [22,28] to improve
its diameter and broadcasting times. We show that the diameter of NPT(m, n) is
2(Max(�m

2 �, � n
2 �))+4. In addition, we suggest algorithms for one-to-all and all-to-all

broadcasting in NPT(m, n) using SLA and MLA models. The results show that one-
to-all broadcasting of NPT(m, n) can be performed in 2�m

2 � + 10 with SLA model,
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896 J.-S. Kim et al.

and in 2�m
2 � + 4 with MLA model. And we show that the all-to-all broadcasting of

PT(m, n) can be performed in 2m + 2n + 8 under SLA model. We also prove the
all-to-all broadcasting time in PT(m, n) under MLA model is m + n + 5 when m and
n are equal to even and 2�m

2 � + 2� n
2 � + 6 when m and n are equal to odd.

The remainder of this paper is organized as follows. In Sect. 2, we describe the
properties of PT(m, n) and propose a new Petersen-torus network NPT(m, n). In
Sect. 3, we suggest a simple routing algorithm and the diameter of NPT(m, n). In
Sect. 4, we describe one-to-all broadcasting algorithms for NPT(m, n) under SLA and
MLA models. In Sect. 5, we describe all-to-all broadcasting algorithms for NPT(m, n)

under SLA and MLA models. Section 6 summarizes and concludes the paper.

2 Petersen-torus network PT(m, n) and new Petersen-torus network NPT(m, n)

The Petersen-torus network PT(m, n) (m, n ≥ 2) is based on the Petersen graph [29],
which is a regular node- and edge-symmetric graph with 10 nodes, a degree of 3, and
a diameter of 2. PT(m, n) is also a regular graph, and has 10mn nodes, 20mn edges,
and a fixed degree of 4. PT(m, n) is defined as follows: PT(m, n) = (Vpt, Ept), where
Vpt is a set of nodes and Eptis a set of edges. An edge that connects two arbitrary nodes
A and B is denoted (A, B). A node in PT(m, n) is represented by Definition 1 [22].

Definition 1 Vpt = {(x, y, p), 0 ≤ x ≤ m, 0 ≤ y ≤ n, 0 ≤ p ≤ 9}.
In PT(m, n), a Petersen graph is located at the intersection of the X- and Y-axes on

a coordinate plane, and is called as a module. The address of a module is represented
by (x, y) and the address of a node in a module by (x, y, p), where x and y are
the X- and Y-axes of the module and p is a node address in the module (i.e., in the
Petersen graph). The edges can be divided into internal and external edges, where an
internal edge connects two arbitrary nodes in a module (i.e., an internal edge is that
of the Petersen graph), and an external edge connects two nodes located in different
modules. Definition 2 describes the external edges of PT(m, n) [22], where the symbol
% represents the modulus operator.

Definition 2 1) The longitudinal edges are ((x, y, 6), (x, (y + 1)%n, 9)).

2) The latitudinal edges are ((x, y, 1), ((x + 1)%m, y, 4)).

3) The diagonal edges are ((x, y, 2), ((x + 1)%m, (y + 1)%n, 3)).

4) The reverse-diagonal edges are ((x, y, 7), ((x − 1 + m)%m, (y + 1)%n, 8)).

5) The diameter edges are ((x, y, 0), ((x + �m
2 �)%m, (y + � n

2 �)%n, 5)).

6) The wraparound edge is ((x, 0, 9), (x, n−1, 6)) ((0, y, 4), (m−1, y, 1) ((0, y, 7),

(m − 1, (y + 1)%n, 8)) ((0, y, 3), (m − 1, (y − 1 + n)%n, 2)) ((x, 0, 8),

((x + 1)%m, n − 1, 7)) ((x, 0, 3), ((x − 1 + m)%m, n − 1, 2)).

Now, we propose a new Petersen-torus network NPT(m, n)by replacing the external
edge definitions in Definition 2 with those given in Definition 3.

Definition 3 1) The longitudinal edges are ((x, y, 6), (x, (y + 1)%n, 2)).

2) The latitudinal edges are ((x, y, 8), ((x + 1)%m, y, 1)).

3) The diagonal edges are ((x, y, 9), ((x + 1)%m, (y + 1)%n, 3)).

4) The reverse-diagonal edges are ((x, y, 7), ((x − 1 + m)%m, (y + 1)%n, 4)).
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Fig. 1 a A new Peterson-torus network NPT(3, 3), b a Petersen graph in NPT(3, 3), and c a Petersen graph
in PT(3, 3)

5) The diameter edges are ((x, y, 5), ((x + �m
2 �)%m, (y + � n

2 �)%n, 0)).

6) The wraparound edges are ((x, 0, 2), (x, n − 1, 6)) ((0, y, 1), (m − 1, y, 8)

((0, y, 4), (m −1, (y +1)%n, 7)) ((0, y, 3), (m −1, (y −1+n)%n, 9)) ((x, 0, 7),

((x + 1)%m, n − 1, 4)) ((x, 0, 3), ((x − 1 + m)%m, n − 1, 9)).

Figure 1a shows a new Petersen-torus network NPT(3, 3) and Fig. 1b shows a
Petersen graph in NPT(3, 3); both were constructed using the external edges defined
in Definition 3. Figure 1c shows a Petersen graph in PT(3, 3) constructed using the
external edges defined in Definition 2.

3 Routing algorithm and diameter of NPT(m, n)

In this section, we propose a simple routing algorithm for NPT(m, n) (m, n ≥ 2).
Let two arbitrary nodes of NPT(m, n) be vs = (xs, ys, zs) and vd = (xd, yd, zd), and
let the module that includes node vs be Ms = (xs, ys) and the module that includes
node vd be Md = (xd, yd). Assume that module Ms is a source module and Md is a
destination module. If Ms = Md, two nodes are inside the same module because the
addresses of the two modules are the same. Therefore, the maximum distance between
the two nodes is 2. In the routing algorithms reported here, we only describe routing
by external edges, because routing by internal edges is equivalent to that described in
the previous study [22]. We denote |xs − xd| as dx (i.e., dx = |xs − xd|) and ys − yd as
dy (i.e., dy = |ys − yd|). We also divide the routing area into four regions according to
the positions of Ms and Md. If dx ≤ �m

2 � and dy ≤ � n
2 �, module Md is in area A, and if

dx > �m
2 � and dy > � n

2 �, module Md is in area B. If dx ≤ �m
2 � and dy > � n

2 �, module
Md is in area C , and if dx > �m

2 � and dy ≤ � n
2 �, module Md is in area D. Here, we
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898 J.-S. Kim et al.

Fig. 2 An example of the four
routing areas in NPT(7, 7)

DA

C B

describe the advanced routing algorithm only for area A, because routing for the other
areas can be simulated in a way similar to that for area A. Figure 2 shows the routing
area divided into four areas within NPT(7, 7), which is depicted using longitudinal
and latitudinal edges.

In NPT(m, n), the routing distance inside a module, which connects two external
edges (except for diameter edges), depends on the types of external edges used. The
routing distance inside a module via two longitudinal (or two latitudinal) edges is 1, and
via a longitudinal (or latitudinal) and a latitudinal (or longitudinal) edge is either 2 or 1.
The routing distance inside a module via two diagonal (or two reverse-diagonal) edges
is 1, and via a diagonal (or reverse-diagonal) and a latitudinal (or longitudinal) edge
is either 2 or 1. Let a module that connects diagonal and longitudinal (or latitudinal)
edges be Mc = (xc, yc). When the destination module Md belongs to area A, the
simple routing algorithm (SRA) is as follows:

1) If dx = dy or dx = 0 or dy = 0, then Ms �⇒ Md.
2) Otherwise, Ms �⇒ Mc �⇒ Md.

In case 1), when dx = dy , the routing is processed from Ms to Md via only diagonal
edges; when dx = 0, the routing is processed via only longitudinal edges; and when
dy = 0, the routing is processed via only latitudinal edges. In case 2), the routing from
module Ms to module Md is processed from Ms to Mc via diagonal edges and from
Mc to Md via longitudinal (or latitudinal) edges. In this case, there are eight routing
paths P1, P2, . . . , P8, as shown in Fig. 3.

The condition and Mc for each path are as follows:

P1 : dx < dy and xd − xs > 0 and yd − ys > 0, Mc = (xc = xd, yc = ys + dx )

P2 : dx > dy and xd − xs > 0 and yd − ys > 0, Mc = (xc = xs + dy, yc = yd)

P3 : dx > dy and xd − xs > 0 and yd − ys < 0, Mc = (xc = xs + dy, yc = yd)

P4 : dx < dy and xd − xs > 0 and yd − ys < 0, Mc = (xc = xd, yc = ys − dx )

P5 : dx < dy and xd − xs < 0 and yd − ys < 0, Mc = (xc = xd, yc = ys − dx )

P6 : dx > dy and xd − xs < 0 and yd − ys < 0, Mc = (xc = xs − dy, yc = yd)

P7 : dx > dy and xd − xs < 0 and yd − ys > 0, Mc = (xc = xs − dy, yc = yd)

P8 : dx < dy and xd − xs < 0 and yd − ys > 0, Mc = (xc = xd, yc = ys + dx )

Let us assume a module that is connected to module Ms via a diameter edge is
Mt = (xt , yt ). There exist two Mt modules in NPT(m, n) where m or n is odd. Let
these two modules be Mt1 and Mt2 . To obtain the minimum routing distance between
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The new Petersen-torus networks 899

Fig. 3 An example of eight
routing paths in area A of
NPT(m, n)
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modules Ms and Md, routing is required via Mt . Unless the following conditions are
met, routing between Ms and Md is performed using SRA in NPT(m, n).

Condition 1. When both m and n are even: 1-1) zs is 0 and dx +dy ≥ |xt − xd|+|yt −
yd| + 1. 1-2) dist((xs, ys, zs), (xs, ys, 0)) is 1 and dx + dy ≥ |xt − xd| + |yt − yd| + 2.

1-3) dist((xs, ys, zs), (xs, ys, 0)) is 2 and dx + dy ≥ |xt − xd| + |yt − yd| + 3.

Condition 2. When m or n is odd and Mt = Mt1 : 2-1) zs is 0 and dx +dy ≥ |xt −xd|+
|yt −yd|+1. 2-2) dist((xs, ys, zs), (xs, ys, 0)) is 1 and dx +dy ≥ |xt −xd|+|yt −yd|+2.

2-3) dist((xs, ys, zs), (xs, ys, 0)) is 2 and dx + dy ≥ |xt − xd| + |yt − yd| + 3.

Condition 3. When m or n is odd and Mt = Mt2 : 3-1) zs is 5 and dx +dy ≥ |xt −xd|+
|yt −yd|+1. 3-2) dist((xs, ys, zs), (xs, ys, 5)) is 1 and dx +dy ≥ |xt −xd|+|yt −yd|+2.

3-3) dist((xs, ys, zs), (xs, ys, 5)) is 2 and dx + dy ≥ |xt − xd| + |yt − yd| + 3.

If one of the above conditions is met, routing between Ms and Md is as follows:

1) Perform routing from Ms to Mt using diameter edges.
2) Perform routing from Mt to Md using the simple routing algorithm in NPT(m, n).

diam(NPT(m, n)) via the simple routing algorithm is the total of: (the routing
distance inside module Ms) + (the routing distance inside module Mc) + (the routing
distance inside module Md) (the routing distances inside modules in SRA except for
modules Ms, Mc, and Md) + (the number of external edges that are used in SRA).
Therefore, diam(NPT(m, n)) is 2(Max(�m

2 �, � n
2 �))+4 = 2+2+2+Max(�m

2 �, � n
2 �)−

2 + Max(�m
2 �, � n

2 �).
Theorem 1 diam(NPT(m, n)) is 2(Max(�m

2 �, � n
2 �)) + 4.

Note. Based on Definition 2, Seo et al. showed that diam(PT (m, n)) is
3(Max(�m

2 �, � n
2 �)) + 2 [22], and reduced it to 2(Max(�m

2 �, � n
2 �)) + 4 using an opti-

mal routing algorithm in a previous study [28]. The proof proceeds as follows: “In
the intermediate module between successive latitudinal edges, the length of internal
path is 2, and in the intermediate module between successive diagonal edges, it is
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900 J.-S. Kim et al.

1” [28]. “At worst, routing may be done only by diagonal edges, so the internal path
length for intermediate module is 2(Max(�m

2 �, � n
2 �)) − 1” [28]. Here, the worst case

is “only via latitudinal edges”, and is not “only by diagonal edges”. Therefore, the
diameter in that study must be 3(Max(�m

2 �, � n
2 �)) + 2, which follows from the sum

of 2(Max(�m
2 �, � n

2 �)) − 1 (from the internal path lengths of intermediate modules),
Max(�m

2 �, � n
2 �) (from the external path lengths of intermediate modules), and 4 (the

internal routing from a source module to a destination module), even though it is based
on optimal routing.

For example, let two arbitrary nodes in PT(8, 8) be u = (0, 0, 9) and v = (4, 0, 2).
Here, a diameter edge does not exist between module (0,0), to which node u belongs,
and module (0,4), to which node v belongs. Therefore, routing from node u to node v

must be as follows:
(0, 0, 9) → (0, 0, 8) → (0, 0, 1) → (1, 0, 4) → (1, 0, 0) → (1, 0, 1) →
(2, 0, 4) → (2, 0, 0) → (2, 0, 1) → (3, 0, 4) → (3, 0, 0) → (3, 0, 1) →
(4, 0, 4) → (4, 0, 3) → (4, 0, 2). From this routing, we can see that the distance
from node u to node v is 14; that is, diam(PT(m, n)) is 3(Max(�m

2 �, � n
2 �))+ 2, rather

than 2(Max(�m
2 �, � n

2 �)) + 4, from Definition 2.

4 One-to-all broadcasting NPT(m, n)

Since the diameter of NPT(m, n) is O(m+n), any broadcasting algorithm, under SLA
or MLA model, has a lower bound of �(m +n). The broadcasting of NPT(m, n) must
be calculated by dividing the network into two cases: m ≥ n and n ≥ m. However,
we only analyze the case of m ≥ n, because the results of the two cases are the same.
The one-to-all broadcasting of the Petersen graph was analyzed as Lemma 1.

Lemma 1 [13] The one-to-all broadcasting time of the Petersen graph is 4 in SLA
model and 2 in MLA model.

In the one-to-all broadcasting algorithm (OBA), if x = 0, then x − 1 = m − 1, if
x = m − 1, then x + 1 = 0, if y = 0, then y − 1 = n − 1, and if y = n − 1, then
y + 1 = 0 where 0 ≤ x ≤ m − 1, 0 ≤ y ≤ n − 1. The following symbols are defined
for OBA.

• M0: The basic module to which the source node belongs.
• Ms: Modules that receive a message through diagonal or reverse-diagonal edges

and forward the message to adjacent modules via longitudinal or latitudinal edges.
• vi = (x, y, z1); an internal node of an arbitrary module where 0 ≤ z1 ≤ 9, 0 ≤

i ≤ 9.

• w j : An internal node of a module adjacent to the module to which vi belongs.
• −→: Message transmission via an internal edge.
• ↪→: Message transmission via an external edge.

The conditions for one-to-all broadcasting for NPT(m, n) under SLA and MLA
models are as follows:
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Conditions for SLA Model:
Condition 1. All nodes without a message located inside M0 receive the message from
the source node and perform Step 1 in OBA.
Condition 2. The modules that receive a message through a reverse-diagonal edge
transmit the message in the following order, and the modules that receive a message
through diagonal, longitudinal, and latitudinal edges also transmit the message in a
way similar to the following order. However, at 5), if the modules to receive a message
(i.e., the modules to which nodes w1 and w2 belong) already have the message, the
message is not sent to the modules.

1) v0 = (x, y, 7) −→ v1 = (x, y, 4).
2) v1 = (x, y, 4) ↪→ w0 = (x − 1, y + 1, 7); v0 = (x, y, 7) −→ v2 = (x, y, 8).
3) v0 = (x, y, 7) −→ v3 = (x, y, 6); v1 = (x, y, 4) −→ v4 = (x, y, 3); v2 =

(x, y, 8) −→ v5 = (x, y, 1).
4) v1 = (x, y, 4) −→ v6 = (x, y, 0); v2 = (x, y, 8) −→ v7 = (x, y, 9); v3 =

(x, y, 6) −→ v8 = (x, y, 5); v4 = (x, y, 3) −→ v9 = (x, y, 2).
5) v5 = (x, y, 1) ↪→ w1 = (x − 1, y, 8); v3 = (x, y, 6) ↪→ w2 = (x, y + 1, 2).

Condition 3. The modules transmit a message in a way similar to Condition 1 when
all their eight adjacent modules (except for the modules connected via diameter edges)
already have the message.

Conditions for MLA Model:

Condition 1. All nodes without a message located inside M0 receive the message from
the source node and perform Step 1 in OBA.

Condition 2. The modules that receive a message through a reverse-diagonal edge
transmit the message in the following order, and the modules that receive a message
through diagonal, longitudinal, and latitudinal edges also transmit the message in a
way similar to the following order. However, at 3), if the modules to receive a message
already have the message, the message is not sent to the modules.

1) v0 = (x, y, 7) −→ v1 = (x, y, 4); v0 = (x, y, 7) −→ v2 = (x, y, 8); v0 =
(x, y, 7) −→ v3 = (x, y, 6).

2) v1 = (x, y, 4) ↪→ w0 = (x − 1, y + 1, 7); v1 = (x, y, 4) −→ v4 =
(x, y, 0); v1 = (x, y, 4) −→ v5 = (x, y, 3); v2 = (x, y, 8) −→ v6 =
(x, y, 1); v2 = (x, y, 8) −→ v7 = (x, y, 9); v3 = (x, y, 6) −→ v8 =
(x, y, 2); v3 = (x, y, 6) −→ v9 = (x, y, 5).

3) v6 = (x, y, 1) ↪→ w1 = (x − 1, y, 8); v3 = (x, y, 6) ↪→ w2 = (x, y + 1, 2).

Condition 3. The modules transmit a message in a way similar to Condition 1 when
all their eight adjacent modules (except for the modules connected via diameter edges)
already have the message.

Table 1 shows OBA of NPT(m, n) under SLA and MLA models.
Figure 4 illustrates one-to-all broadcasting of NPT(16, 16) with SLA model. Num-

bers represent the arrival time of a message to the corresponding module, and numbers
in parentheses represent the arrival time of a message to all nodes in the module. Arrows
represent the processes for message transmission.
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902 J.-S. Kim et al.

Table 1 One-to-all broadcasting algorithm (OBA) for SLA and MLA models of NPT(m, n)

Step 1. A message is transmitted from a source module with the message to eight modules adjacent to the
source module through an external edge

Step 2. The modules that receive a message via diagonal or reverse-diagonal edges follow procedures
under Condition 2

Step 3. Repeat Step 2 until the message is transmitted to all modules in NPT(m, n)

(4)

5(9)

7(11)

9(13)

11(15)

13(17)

15(19)

17(21)22(26)

22(26)

22(26)

22(26)

22(26)

22(26)

22(26)
10(14)

12(16)

14(18)

16(20)

18(22)

20(24)

20(24) 16(20)

14(18)18(22)

20(24)

18(22)

19(23)

17(21)

22(26)19(23)

17(21) 17(21)

7(11)7(11)

7(11)

12(16)

14(18)

16(20)

18(22)

20(24)

11(15)11(15)

16(20)
16(20) 16(20)

16(20)

18(22)
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18(22)

12(16)
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16(20)
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20(24)

20(24)20(24)
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22(26)

22(26) 22(26)

19(23)

22(26) 22(26)

20(24)

17(21)

20(24)

22(26)

20(24)20(24)

Fig. 4 Example of one-to-all broadcasting of NPT(16, 16) under SLA model

Theorem 2 The one-to-all broadcasting times of NPT(m, n) are 2�m
2 � + 10 and

2�m
2 � + 4 when broadcasting is based on SLA model and MLA model, respectively.

Proof Theorem 2 is proved by dividing the broadcasting time into two cases depending
on the number of edge types used for broadcasting.

Case 1. Broadcasting is performed via only one type of external edge, such as
diagonal, reverse-diagonal, longitudinal, or latitudinal edge:

The internal broadcasting time for the source module is 4 with SLA model and 2
with MLA model by Lemma 1. When broadcasting is based on SLA model or MLA
model, the maximum broadcasting time via an external edge is �m

2 �. With SLA or
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Table 2 Comparison of the diameter and broadcasting times obtained with PT(n, n) and NPT(n, n) for
the same dimension n

n Diameter Broadcasting times
under SLA model

Broadcasting times
under MLA model

PT(n, n) NPT(n, n) PT(n, n) NPT(n, n) PT(n, n) NPT(n, n)

4 8 8 17 14 13 8

8 14 12 27 18 18 12

16 26 20 37 26 27 20

32 50 36 55 42 47 36

64 98 68 89 74 77 68

128 194 132 155 138 142 132

MLA models, the maximum total value from performing (x, y, 7) −→ (x, y, 4) in
each module in NPT(m, n) except for the source and destination modules is �m

2 � − 1.
The internal broadcasting time for the destination module is 4 with SLA model and
2 with MLA model by Lemma 1. Therefore, the broadcasting time for this case is
4 + �m

2 � + �m
2 � − 1 + 4 = 2�m

2 � + 7 and 2 + �m
2 � + �m

2 � − 1 + 2 = 2�m
2 � + 3 when

using SLA and MLA models, respectively.

Case 2. Broadcasting is performed via the combination of two types of external
edge, such as reverse-diagonal and latitudinal edges, or reverse-diagonal and longitu-
dinal edges:

We assume that the two edges used are reverse-diagonal and longitudinal edges.The
internal broadcasting time for the source module is 4 with SLA model and 2 with MLA
model by Lemma 1. When broadcasting is based on SLA model or MLA model, the
maximum broadcasting time via an external edge is �m

2 �. The internal broadcasting
time of module Ms is 4 with SLA model and 2 with MLA model, because the interior of
Ms, which receives a message via a reverse-diagonal edge and transmits the message
to adjacent modules through a longitudinal edge, must adhere to Condition 2. With
SLA model or MLA model, the maximum total value from performing (x, y, 7) −→
(x, y, 4) or (x, y, 8) −→ (x, y, 1) in each module in NPT(m, n), except for the
source, destination, and Ms modules, is �m

2 � − 2. The internal broadcasting time for
the destination module is 4 with SLA model and 2 with MLA model by Lemma 1.
Thus, the broadcasting time in this case is 4 + �m

2 � + 4 + �m
2 � − 2 + 4 = 2�m

2 � + 10
when broadcasting is based on SLA model, and 2+�m

2 �+2+�m
2 �−2+2 = 2�m

2 �+4
when broadcasting is based on MLA model. 
�

Table 2 lists a comparison of the diameter and broadcasting times under SLA model
and under MLA model between PT(n, n) and NPT(n, n). Figure 5 shows the results
obtained with graphs for the same dimension n.

5 All-to-all broadcasting NPT(m, n)

Lemma 2 All-to-all broadcasting time of a Petersen graph using SLA model is 6, and
the broadcasting time of a Petersen graph using MLA model is 3.
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Fig. 5 a The diameter, b the broadcasting times under SLA model, and c the broadcasting times under
MLA model of PT(n, n) and NPT(n, n) for the same dimension n

Proof We can see that there are two cycles, which are represented as a by {0,1,2,3,4}
and b by {5,6,7,8,9} in the Petersen graph. A broadcasting mechanism using SLA
model is as follows. In parallel, both 5-cycles a and b can do an all-to-all broadcasting
in four time units. Now, each node on cycle a has five messages from all five nodes
on the cycle, and the same can be said for nodes on cycle b. In another step, all nodes
on cycle b send their five messages to their corresponding nodes on cycle a. In one
more step, all nodes on cycle a send their five messages to their corresponding nodes
on cycle b so that now, all nodes in the Petersen graph have ten messages, and the total
time is 6.

The broadcasting mechanism using MLA model is as follows. In the first step of
broadcasting, all the nodes on a and b cycles send messages to all the adjacent nodes.
After this step is repeated once, all the nodes on a and b cycles will have messages
from all the nodes on each cycle. In the second step, all the nodes on cycle a and all
the nodes on cycle b that are linked via edges will send messages to, and get messages
from, each other. Therefore, all-to-all broadcasting time in a Petersen graph using
MLA model is 3. 
�

Table 3 shows the all-to-all broadcasting algorithm of NPT(m, n) using SLA (0 ≤
x ≤ m − 1, 0 ≤ y ≤ n − 1). In this algorithm, if x = 0 then x − 1 = m − 1, and if
y = 0 then y − 1 = n − 1.

All-to-all broadcasting time using SLA is as follows. Step 1 is a process that sends
messages of a node within each module to all the other nodes within the same basic
module that constitutes NPT(m, n) and its broadcasting time is 6. Step 2 is a process
that sends messages of (x, y, 8) that are nodes of the basic module located in all the
columns within NPT(m, n), and its broadcasting time is 2m − 3. Step 3 is a process
that sends messages (x, y, 1) − (x, y, 2) − (x, y, 6), and its broadcasting time is 2.
Step 4 is a process that sends messages of (x, y, 6) that are located in all the rows
within NPT(m, n), and its broadcasting time is 2n − 3. Step 5 is a process that sends
the messages of (x, y, 2) within each basic module to all the other nodes within the
same basic module, and its broadcasting time is 6. Therefore, all-to-all broadcasting
time using SLA is 2m + 2n + 8.
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Table 3 All-to-all broadcasting algorithm (SABA) of NPT(m, n) using SLA

Step 1. Send messages of all nodes within each module to all the other nodes within the same basic
module that constitutes NPT(m, n)

Step 2. Using internal edges and vertical edges, send messages to all the basic modules on all the columns
in NPT(m, n): (x, y, 8) − ((x + 1)%m, y, 1) − ((x + 1)%m, y, 8) − ((x + 2)%m, y, 1)−
((x + 2)%m, y, 8) − · · · − ((x − 1 + m)%m, y, 1)

Step 3. Send messages (x, y, 1) − (x, y, 2) − (x, y, 6)

Step 4. Using internal edges and horizontal edges, send messages to all the basic modules on all the rows
in NPT(m, n): (x, y, 6) − (x, (y + 1)%n, 2) − (x, (y + 1)%n, 6) − (x, (y + 2)%n, 2)−
(x, (y + 2)%n, 6) − · · · − (x, (y − 1 + n)%n, 2)

Step 5. Send messages of (x, y, 2) within each basic module to all the other nodes within the same basic
module that constitutes NPT(m, n)

Theorem 3 Broadcasting time of NPT(m, n) from the all-to-all broadcasting algo-
rithm using SLA is 2m + 2n + 8.

Conditions for all-to-all broadcasting of NPT(m, n) under MLA model:
Condition 1. Using internal edges and horizontal edges, send messages to all the basic
modules on all the columns in NPT(m, n):

1) m = even: (x, y, 8)−((x+1)%m, y, 1)−((x+1)%m, y, 8)−((x+2)%m, y, 1)−
((x+2)%m, y, 8)−· · ·−((x+m

2 )%m, y, 1) and (x, y, 1)−((x−1+m)%m, y, 8)−
((x − 1 + m)%m, y, 1) − ((x − 2 + m)%m, y, 8)− ((x − 2 + m)%m, y, 1) −
· · · − ((x + m

2 )%m, y, 8).

2) m = odd: (x, y, 8)−((x +1)%m, y, 1)−((x +1)%m, y, 8)−((x +2)%m, y, 1)−
((x + 2)%m, y, 8) − · · · − ((x + �m

2 �)%m, y, 1)

and (x, y, 1)−((x−1+m)%m, y, 8)−((x−1+m)%m, y, 1)−((x−2+m)%m, y, 8)−
((x − 2 + m)%m, y, 1) − · · · − ((x + �m

2 )%m, y, 8).

Condition 2. Using internal edges and vertical edges, send messages to all the basic
modules on all the rows in NPT(m, n):

1) n = even: (x, y, 6)− (x, (y +1)%n, 2)− (x, (y +1)%n, 6)− (x, (y +2)%n, 2)−
(x, (y+2)%n, 6)−· · ·−(x, (y+ n

2 )%n, 2) and (x, y, 2)−(x, (y−1+n)%n, 6)−
(x, (x, (y−1+n)%n, 2)−(x, (x, (y−2+n)%n, 6)− (x, (x, (y−2+n)%n, 2)−
· · · − (x, (y + n

2 )%n, 6).

2) n = odd: (x, y, 6)− (x, (y + 1)%n, 2)− (x, (y + 1)%n, 6)− (x, (y + 2)%n, 2)−
(x, (y + 2)%n, 6) − · · · − (x, (y + � n

2 �)%n, 2)

and (x, y, 2) − (x, (y − 1 + n)%n, 6) − (x, (x, (y − 1 + n)%n, 2) − x, (x, (y − 2 +
n)%n, 6)− ((x, (x, (y − 2 + n)%n, 2) − · · · − (x, (y + � n

2 )%n, 6).

Table 4 shows the all-to-all broadcasting algorithm (MABA) of NPT(m, n) using
MLA (0 ≤ x ≤ m −1, 0 ≤ y ≤ n−1). In this algorithm, if x = 0 then x −1 = m −1,
and if y = 0 then y − 1 = n − 1.

All-to-all broadcasting time using MLA is as follows. Step 1 is a process that sends
message of a node within each module to all the other nodes within the same basic
module that constitutes NPT(m, n), and its broadcasting time is 3. Step 2 is a process
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Table 4 All-to-all broadcasting algorithm of NPT(m, n) using MLA

Step 1. Send messages of all nodes within each module to all the other nodes within the same basic
module that constitutes NPT(m, n)

Step 2. Perform Condition 1 under conditions for all-to-all broadcasting of NPT(m, n) under MLA model

Step 3. Send messages (x, y, 1) − (x, y, 2) − (x, y, 6) when m = even, (x, y, 1) − (x, y, 2)− (x, y, 6)

and (x, y, 8) − (x, y, 1) − (x, y, 2) and (x, y, 8) − (x, y, 5) − (x, y, 6) when m = odd

Step 4. Perform Condition 2 under conditions for all-to-all broadcasting of NPT(m, n) under MLA model

Step 5. Send messages of (x, y, 2) and (x, y, 6) within each basic module to all the other nodes within
the same basic module that constitutes NPT(m, n)

that sends messages of (x, y, 1) and (x, y, 8) that are nodes of the basic module located
in all the columns within NPT(m, n), and its broadcasting time is m−1 when m is equal
to even and 2�m

2 �− 1 when m is equal to odd. Step 3 is a process that sends messages
(x, y, 1)−(x, y, 2)−(x, y, 6) when m is equal to even, (x, y, 1)−(x, y, 2)−(x, y, 6)

and (x, y, 8) − (x, y, 1) − (x, y, 2) and (x, y, 8) − (x, y, 5) − (x, y, 6) when m is
equal to odd, and its broadcasting time is 2. Step 4 is a process that sends messages
of (x, y, 2) and (x, y, 6) that are located in all the rows within NPT(m, n), and its
broadcasting time is n − 1 when n is equal to even and 2� n

2 � − 1 when n is equal to
odd. Step 5 is a process that sends the messages of (x, y, 2) and (x, y, 6) within each
basic module to all the other nodes within the same basic module, and its broadcasting
time is 2 when n is equal to even and 3 when n is equal to odd. Therefore, all-to-all
broadcasting time using MLA is m + n + 5 when m and n are equal to even and
2�m

2 � + 2� n
2 � + 6 when m and n are equal to odd.

Theorem 4 Broadcasting time of NPT(m, n) from the all-to-all broadcasting algo-
rithm using MLA is m + n + 5 when m and n are equal to even and 2�m

2 � + 2� n
2 � + 6

when m and n are equal to odd.

In view of the �(m + n) lower bound, all of our broadcasting algorithms are
asymptotically optimal.

6 Conclusion

Routing, diameter, and broadcasting are major parameters determining the perfor-
mance of interconnection networks. In this paper, we proposed a new Petersen-
torus network NPT(m, n) by modifying the external edge definitions of the previous
PT(m, n), and we showed that the diameter of NPT(m, n) is 2(Max(�m

2 �, � n
2 �)) + 4

using the simple routing algorithm. We also proposed the one-to-all broadcasting
algorithm for NPT(m, n) using both SLA and MLA models, resulting in one-to-all
broadcasting times of 2�m

2 � + 10 and 2�m
2 � + 4, respectively. And we showed that

the all-to-all broadcasting of PT(m, n) can be performed in 2m + 2n + 8 under SLA
model. In addition, we proved that the all-to-all broadcasting time in PT(m, n) under
MLA model is m + n + 5 when m and n are equal to even and 2�m

2 �+ 2� n
2 �+ 6 when

m and n are equal to odd. Therefore, the routing and broadcasting methods reported
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here are expected to be extremely useful for analysis of the properties of NPT(m, n),
including optimal routing, parallel routing algorithm, and embedding.
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