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Welcome Message 
 



  

Message from ECC 2011 General Chairs 

 

 

Welcome to the 2011 China-Korea-Japan Electronics and 

Communications Conference (ECC 2011), held in Chengdu, Sichuan, 

China, on Oct. 26-28, 2011. On behalf of the organizing committee of 

ECC 2011, we would like to express our cordial welcome and high 

respect to all participants.  

Electronics and communications play key roles in modern IT 

infrastructure, affecting every aspect of life, including services related 

to health, banking, commerce, defense, education and entertainment. 

It has been viewed that there are tremendously increasing demands for 

computing, communication and storage systems since last decades. To fulfill such requirements, 

modern IT infrastructures have been extended and scaled, which brings various related issues, 

such as electronic engineering, mobile communications, energy consumption, electromagnetic and 

wavelet, radar technology, etc.  

ECC 2011 is an annual meeting which has been bringing together the leading scientists from 

academia and industry since 2002. Following the previous successful ECC conferences, ECC 

2011 will focus on cutting edge research, development, and applications of electronics and 

communications areas. 

ECC 2011 is supported by many people and organizations. We want to thank Prof. Houjun Wang, 

Prof. Yong Fan, and Prof. Jun Hu, the Steering Chairs of ECC 2011, for giving us the opportunity 

to hold this conference and for their guidance on organizing the conference. We also would like to 

express our appreciation to Program Chairs, Prof. Liping Li and Prof. Xingang Liu, for their hard 

and excellent work on organizing a very strong program committee. We appreciate all authors to 

submit your high-quality papers to ECC 2011. Thanks to all of you for participating ECC 2011, 

and hope you find the conference stimulating and instructive, at the same time enjoy the city of 

Chengdu, Sichuan, China. 

 

 

Oct. 26
th

, 2011 

 

 

 

General Chair of ECC 2011 

Prof. Jin Pan 

University of Electronic Science and Technology of China, China 



  

Message from ECC 2011 Program Chairs 
 

 

Welcome to the 2011 China-Korea-Japan Electronics and Communications Conference (ECC 

2011), held in Chengdu, Sichuan, China, on Oct. 26-28, 2011. The goal of ECC 2011 is to provide 

a forum for scientists, engineers, and researchers to discuss and exchange their new ideas, novel 

results, work in progress and experiences on all aspects of electronics and communications, as 

well as to identify emerging research topics and define the future directions. 

This time, ECC 2011 attracted numerous submissions, and all submitted papers went through a 

rigorous and objective selection process. Each paper received reviews from the program 

committee members and the external reviewers. As the result, papers are accepted by ECC 2011.  

Similar with previous events, the oral and poster presentation types for accepted papers are 

adapted in ECC 2011. We are delighted to say that there are 24 oral papers and 20 poster papers. 

We also organized a keynote speaking by Prof. Qun Wan to address recent advances in electronics 

and communications. Besides the conference program, we have also organized several journal 

special issues, such as Journal of Universal Computer Science (SCIE Indexed), Concurrency and 

Computation: Practice & Experience (SCI Indexed), IET Communications (SCI Indexed), and the 

outstanding papers of ECC 2011 will be included in them with further review. 

Several organizations provided financial and logistical assistances, and we are grateful for their 

support. We thank University of Electronic Science and Technology of China for hosting the 

conference and carrying the burden of local organization. We owe a great deal of thanks to the 

program committee members and the reviewers. The success of this year’s ECC would not be 

possible without their hard work, and their professional contributions maintain the high standards 

of this year’s technical program. We are also grateful to all the Steering Committee members for 

their helpful advices and constant support. 

Finally, we extend a sincere "Thank You" to all the authors who entrusted their work to ECC 2011 

and to everyone who attended the conference and enjoyed the program we helped to assemble. 

None of this would have been possible without the authors, program committee members, 

thoughtful reviewers, and our sponsors. Your continuous contribution, participation, and support 

to this conference make this entirely volunteer effort worthwhile. 

 

 

Program Co-chairs of ECC 2011 

Prof. Liping Li, UESTC, China 

Prof. Xingang Liu, UESTC, China 
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Registration and Conference Venue 
 

Full Registration 

Full registration includes one volume of book proceedings and CD where the registered paper is 

published, meals, reception, banquet, and souvenir. 

 

 

Banquet Locations 

Banquet locations are in the first floor of Hotel of UESTC. 

 



  

Useful Telephone Numbers 
 

ChengDu International Dialing Code: 86-28 

Directory Enquiries:  114 

Emergency Service (Police): 110 

Emergency Service (Fire): 119 

Emergency Service (Ambulance): 120 

ChengDu International Airport, English (24 hours): 85205555 
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Conference Schedule 
 

Oct. 26
th

 2011 (Wednesday) 

08:00 - 09:00 Registration  

09:00 - 09:15 Welcome speaking: Prof. Jun Hu, Dean of School of EE, UESTC 

09:15 - 10:00 Keynote speaking: Prof. Qun Wan, School of EE, UESTC  

10:00 - 10:15 Coffee break  

10:15 - 12:00 ECC2011 oral session I (Chair: Prof. Jingfu Bao, UESTC) 

12:00 - 13:30 Lunch Time (Hongxing Restaurant) 

13:30 - 14:30 ECC2011 poster session (Chair: Prof. Shiwei Qu, UESTC) 

14:30 - 16:15 ECC2011 oral session II (Chair: Prof. Xingang Liu, UESTC) 

16:15 - 16:30 Coffee break   

16:30 - 18:15 ECC2011 oral session III (Chair: Prof. Peng Wei, Tohoku University) 

18:15 - 20:30 Dinner (Hongxing Restaurant) 

Oct. 27
th

 2011 (Thursday) 

09:00 - 10:45 ECC2011 oral session IV (Chair: Prof. Sung-Won Kim, Yeungnam University) 

10:45 - 11:00 Coffee break  

11:00 - 12:45 ECC2011 oral session V (Chair: Sugaya Yoshihiro, Tohoku University) 

12:45 - 14:00 ECC2011 banquet (Hongxing Restaurant) 

14:00 - 16:00 Visiting the new campus of UESTC  

16:00 – 17:00 Professor meeting in new campus; free time visiting for students 

Oct. 28
th

 2011 (Friday) 

07:00 - 19:00 Open-air discussion   

 

 

 

 

 

 

 

 

 

 

 



  

Oral and Poster Presentation Guidelines 
 

 

For Oral Presentation 

There are five oral sessions during ECC 2011. Paper is allocated 20 minutes, with 15 minutes for 

presentation and 5 minutes for questions and answers.  

Speakers should go to the session room at least 10 minutes before their session starts, introduce 

themselves to the session chairs and check their presentation material with the computer and 

audio-visual equipment. 

The computer in session room can display MS PowerPoint and Adobe PDF files. Speakers can 

bring their presentation material on USB drives. If you use other digital storage devices not 

supported by the computer in the session room, please ask a conference helper to transfer the files. 

 

For Poster Presentation 

One poster session is included in ECC 2011. Poster paper is allocated 60 minutes, and the board 

(100cm*90cm) is prepared for material posting.  

Authors should prepare printed ppt materials according to the size of the posting board. During the 

poster session, corresponding author of each paper should stay with the posting board and 

communicate with the visitors.  
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Stability criteria for impulsive Cohen-Grossberg 
neural networks with time-varying delays 

 

Chenhui Zhou 
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Hongyu Zhang 
School of Electronic Engineering, 

University of Electronic Science and Technology of China, 
Chengdu, 610054, P. R. China. 

 
 
Abstract—This paper is concerned with the problem of 
exponential stability for a class of impulsive Cohen-Grossberg 
neural networks with time-varying delays. Based on the 
Lyapunov method ,and the linear matrix inequality (LMI) 
approach, we get some sufficient conditions ensuring the global 
exponential stability of equilibrium point for impulsive 
Cohen-Grossberg neural networks with time-varying delays. 
Finally, a numerical examples are given to show the effectiveness 
of the theoretical results . 

Keywords—neural networks; time–varying delay; impulsive; 
global exponential stability; linear matrix inequality (LMI). 

I. INTRODUCTION 
Since Cohen-Grossberg neural networks (CGNNs) were 

first introduced by Cohen and Grossberg [1], many researchers 
have done extensive research work on this subject due to their 
important applications in many areas such as parallel 
computation, associative memory and optimization 
problemssee[1-17]. Therefore, it is important and necessary to 
investigate the stability of this class of CGNNs. 

In implementation of neural networks, time delays are 
unavoidably encountered due to the finite switching speed of 
neurons and amplifiers. It has been found that, the existence of 
time delays may lead to instability and oscillation in a neural 
network.Therefore, the study of stability for delayed 
Cohen-Grossberg neural networks is of both theoretical and 
practical importance. In recent years, some results on stability 
of Cohen- Grossberg neural networks with delays have been 
obtained (see [2-6] and the references therein). 

However, besides delay effect, impulsive effects are also 
likely to exist in neural networks[16]. In recent years, some 
results on stability of impulsive neural networks with delays 
have been obtained[7-17].For instance, in implementation of 
electronic networks, the state of the networks is subject to 
instantaneous perturbations and experiences abrupt change at 
certain instants, which may be caused by switching 
phenomenon, frequency change or other sudden noise, that is, 
it does exhibit impulsive effects. Therefore, it is necessary to 
consider both impulsive effect and delay effects on stability of 
neural networks. 

 Motivated by the above discussions, in this paper, we will 
investigate the global exponential stability of impulsive Cohen 
-Grossberg neural networks with time-varying delays. Based 

on the Lyapunov method and the linear matrix inequality 
(LMI) approach, we get some sufficient conditions ensuring 
the global exponential stability of equilibrium point for 
impulsive Cohen-Grossberg neural networks with time 
-varying delays.  

The rest of this paper is organized as follows. Model 
description and preliminaries are given in Section 2. In 
Section 3, we give main results and their proof. Examples are 
given to illustrate our theory in Section 4. Finally, in Section 5 
we give the conclusion. 

II. PROBLEM FORMULATION AND ASSUMPTIONS 
In this correspondence, we consider the following 

model: 

[ ]

1

1 1

0 0

( ) ( ( )) ( ( )) ( ( ))

( ( ( )))

( ) ( ) ( ) ( ( ))
( ) ( ), ,

n

i i i i ij j j
j

n n

ij j ij ij j i
j j

i k i k i k ik i k

i i

u t a u t b u t g u t
t

g u t t c v J

u t u t u t I u t
u t t t t t

α

β τ

φ τ

=

= =

+ − −

⎧ ⎡∂
=− −⎪ ⎢∂ ⎣⎪

⎪ ⎤⎪ − − − −⎨ ⎥
⎦⎪

⎪Δ = − =⎪
⎪ = ∈ −⎩

∑

∑ ∑     （1） 

for i=1,2,...,n; k=1,2,.., 0t t≥ , kt t≠ where n corresponds 
to the number of units in the neural networks; 

1 2( ) ( ( ), ( ),..., ( ))T
nu t u t u t u t=  corresponds to the state of 

the ith unit at time t and position x; ( ( ))i ia u t  represents an 

ampliffication function; ( ( ))i ib u t is an appropriate behavior 

function; if  is the activation functions; ijα  and ijβ  are 

elements of feedback template, ijc is feed-forward template, 

respectively; iv and iJ denote input and bias of the ith 

neuron; ( )ij tτ  corresponds to the transmission delay; kt  is 
called impulsive moment and satisffies 

0 1 20 t t t≤ ≤ ≤ ≤" , lim kk
t

→+∞
= +∞ ; ( )i ku t −  and ( )i ku t+  
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denote the left limit and right limit at kt . 

1 1 2 2( ( )) ( ( ( )), ( ( )), , ( ( )))T
k k k k k k nk n kI u t I u t I u t I u t= … shows 

impulsive perturbation of the ith neuron at kt . 
For convenience, we introduce several notations. For  

( )1 2, , ..., T n
nu u u u R= ∈ , u  denotes the absolute- 

value vector given by ( )1 2, ,...,
T

nu u u u= , For matrix 

( ) n n
ij n nA a R ×

×= ∈ , A  denotes the absolute-value matrix 
given by diag(b1, b2, . . . , bn) denotes the diagonal matrix 
with diagonal entries b1, b2, . . . , bn; u  denotes a vector 

norm defined by 1max i n iu u≤ ≤= , While A  denotes 

the absolute-value matrix given by   
1 1
max

n

iji n j
A a

≤ ≤
=

⎧ ⎫
= ⎨ ⎬

⎩ ⎭
∑ , 

For , m nA B R ×∈ , A B≥ ( )A B>  means that each pair 
of corresponding elements of A and B satisfies the inequality 
“ ( )≥ > ”. especially, A is called a nonnegative matrix if 

0A ≥ . max( )Aλ  and min ( )Aλ  
represent the maximum and minimum eigenvalues of a 
symmetric matrix A. The notation * always denotes the 
symmetric block in one symmetric matrix.Matrices,if not 
explicitly stated, are assumed to have compatible dimensions. 

{[ , ] ( ) : | ( ) ,n n
kPC J R v t J R v t is continuous at t t= → ≠

}( ) ( ) ( ) , ,k k k kv t v t and v t exists for t t J k N− += ∈ ∈  

To obtain our results, we give the following assumptions 
and definitions. 
(H1) Each function ( )ia ξ  is positive, continuous and 

bounded, i.e. there exist constants ,i ia a  such that 

0 ( ) , , 1, , .i i ia a a for R i nξ ξ< < < < ∞ ∈ = …  

(H2) ( )ib ξ  is continuous, and there exists a positive 

diagonal matrix 1 2( , , , )nB diag b b b= …  such that 

1 2

1 2

( ) ( ) 0,i i
i

b b bξ ξ
ξ ξ
−

≥ ≥
−

 

for any 1 2, Rξ ξ ∈  and 1 2 , 1, .i nξ ξ≠ = …  

(H3) The activation functions ( )ig ξ  are continuous, and 

there exist three positive diagonal matrices 1( , , )nG diag G G= …  
such that 

1 2

1 2

1 2

( ) ( )
sup j j

j

g g
G

ξ ξ

ξ ξ
ξ ξ≠

−
=

−
 

(H4) The transmission delay ( )tτ  is time-varying and 
satises 0 ( )tτ τ< <  and 0 ( )tτ μ< <� , whereτ  and μ  
are some positive constants. 

(H5) Let ( ) ( )k kr u u I u= + be Lipschitz continuous in nR , 
that is, there exist nonnegative diagnose matrix 

1 2( , , , )k k k nkdiag ψ ψ ψΓ = …  satises 

( ) ( )k k kr u r v u v− ≤ Γ −  

for all , ,nu v R k N∈ ∈ . 

Where 1 1 2 2( ( , )) ( ( ( , )), ( ( , )), , ( ( , )))T
k k k k k k nk n kr u t x r u t x r u t x r u t x= … , 

1 1 2 2( ( )) ( ( ( )), ( ( )), , ( ( )))T
k k k k k k nk n kI u t I u t I u t I u t= … . 

(H6) If * * *
1 2( , ,..., )T

nu u u is an equilibrium point of model (1), 
then the impulsive jumps of model (1) satisfy the following 
conditions: 

*( ) 0, 1,..., , 1, 2,...ikI u i n k= = =  

Definition 1. An equilibrium point *u  of system (1) is 
said to be globally exponentially stable, if there exist constant 

0λ >  and 1M ≥  such that  
* *

2
( ) ( ) ,tu t u M s u e λ

τ
φ −− ≤ −  

For all 0t t≥ . 

Definition 2. A function ( )u t :[ )0 , nt Rτ− +∞ → is 

called a solution of model (1) with the initial  condition 

0 0( ) ( ) ([ , ], )nu s s PC t t Rφ τ= ∈ − ，if ( )u t is continuous at 

kt t≠  and 0t t≥ , ( ) ( )k ku t u t−=  and ( )ku t+ exist, ( )u t  

satisfies model (1) for 0t t≥ , under the initial condition. 

Especially, a point * nu R∈ is called an equilibrium point 

of model (1), if *( )u t u= is a solution of model (1). 
Lemma 1 (Schur Complement). The following linear 

matrix inequality (LMI) 
( ) ( )

0
( )( )T

Q x S x
R xS x

⎛ ⎞
>⎜ ⎟

⎠⎝
 

Where ( ) ( )TQ x Q x= , ( ) ( )TR x R x= and ( )S x depends 
affinely on x, is equivalent to 

1

1

( ) ( ) 0, ( ) ( ) ( ) ( ) 0,
( ) ( ) 0, ( ) ( ) ( ) ( ) 0.

T

T

R x Q x S x R x S x
Q x R x S x Q x S x

−

−

Ι > − >

Π > − >
 

 
Now let  

*( ) ( ) , 1, 2,...,i i iy t u t u i n= − =  
It is easy to see that system (1) can be transformed into 
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[ ]

1

0
1

*
0 0

( ) ( ( )) ( ( )) ( ( ))

( ( ( ))) , ,

( ) ( ( )),

( ) ( ) , , , 1,2,...,

n
i

i i i i ij j j
j

n

ij j ij k
j

i k ik i k

i i

y t a u t b y t g y t
t

g y t t t t t t k N

y t r y t k N

y t t u t t t i n

α

β τ

φ τ

=

=

+ −

⎧ ⎡∂
=− −⎪ ⎢∂ ⎣⎪

⎪ ⎤⎪ − − ≥ ≠ ∈⎨ ⎥
⎦⎪

⎪ = ∈⎪
⎪ = − ∈ − =⎩

∑

∑

�

�

�

  （2） 

where 
* * * *

* *

( ( )) ( ( ) ) ( ), ( ( )) ( ( ) ) ( ),

( ( )) ( ( ) ) ( )
i i i i i i i j j j j j i j

ik j k ik i k i ik i

b y t b y t u b u g y t g y t u g u

r y t r y t u r u

= + − = + −

= + −
 

III. STABILITY ANALYSIS 
In this section, we will establish a sufficient condition 

guaranteeing the globally exponential stability of impulsive 
Cohen-Grossberg neural networks with time-varying delays. 

Theorem 1: If there exist diagnal and positive definite 
matrix P, andQ , such that the following LMIs hold 

    2 2 2
0

* (1 )

TI PAB PAEG Q GQ PAF
Q

ε
μ

⎛ ⎞− + +
Σ= <⎜ ⎟

− −⎝ ⎠

 （3） 

1 0
*

k kP
P

λ
−

− Γ⎛ ⎞
<⎜ ⎟−⎝ ⎠

              （4） 

where { }1 2, ,..., nA diag a a a= , { }1 2, ,..., nA diag a a a= , 

1 2( , ,..., )k k k nkdiagΓ = Γ Γ Γ  , ( )ij n nE α ×= , ( )ij n nF β ×= ，

1( )1 k kt t
k eαλ −−≤ ≤ , 0α > .Then the system (1) is globally 

exponentially stable. 
Proof: Define a Lyapunov functional by  

2

( )

( ) ( ) ( ) ( ( )) ( ( ))
t

t T T

t t

V t e y t Py t g y s Qg y s dsε

τ−

= + ∫ � �     （5） 

where 1 1 2 2( ( )) ( ( )) ( ( ))( , ,..., ( ( ) )) T
n ng y t g y t g y t g y t=� � � � , 

1 2( ) ( ( ), ( ),..., ( ))T
ny t y t y t y t= . 

Taking the Dini derivative of ( )V t for 0t t≥  and kt t≠ . 

2
1

.

1

1 1

1

( )

2 ( ) ( ) ( ) ( ) ( ( , )) ( ( , ))

(1 ( )) ( ( ( ))) ( ( ( )))

2 ( , ) ( ( , )) ( ( , )) ( ( , ))

( ( , ))

t T T T

n n

i i i i i i ij j j
i j

n

ij j ij
j

D V t

e y t Py t y t P y t g y t x Qg y t x
t

t g y t t Qg y t t

p y t x a u t x b y t x f y t x

f y t x

εε

τ τ τ

α

β τ

+

= =

=

∂
= + +

∂

− − − −

⎧ ⎡⎪≤ − −⎨ ⎢
⎪ ⎣⎩

⎫⎤⎪− − +⎬⎥
⎪⎦⎭

∑ ∑

∑

� �

� �

�

�
1

1

( ( , )) ( ( , ))

(1 ) ( ( ( ))) ( ( ))

Tg y t x Qg y t x

g y t t Qg y tμ τ μ− − − −

� �

� �

 (6) 

Here assumption (H4) is used.  
From assumption (H1), we have 

1

1

( ) ( ( )) ( ( ))

( ) ( )

( ) ( )

n

i i i i i i
i

n

i i i i i
i

T

p y t a u t b y t

p y t a b y t

y t PABy t

=

=

≥

=

∑

∑                    (7)        

By the same way, we can obtain 

1 1

1 1

( ) ( ( )) ( ( ))

( ) ( ( ))

( ) ( )

n n

i i i i ij i i
i j

n n

i i i ij i i
i j

T

p y t a u t g y t

p y t a g y t

y t PAEGy t

α

α

= =

= =

≤

≤

∑ ∑

∑ ∑                (8) 

1 1

1 1

( ) ( ( )) ( ( ( ))

( ) ( ( ( ))

( ) ( ( ( ))

n n

i i i i ij i i
i j

n n

i i i ij i i
i j

T

p y t a u t g y t t

p y t a g y t t

y t PAFg y t t

β τ

β τ

τ

= =

= =

−

≤ −

≤ −

∑ ∑

∑ ∑           (9) 

Therefore we obtain 

[ ] [ ]
[ ] [ ]

2

( , )
( )(2 2 ) ( ) ( ) ( )

( ) ( ( ( ))) ( ) ( )

( ( ( ))) (1 ) ( ( ( )))

( ) ( )
0

( ( ( ))) ( ( ( )))

t T T

TT T

T

T

D V t x
e y t I PAB y t y t PAEGy t

y t PAFg y t t y t G QG y t

g y t t Q g y t t

y t y t
g y t t g y t t

ε ε

τ

τ μ τ

τ τ

+

≤ − +

+ − +

+ − − −

⎡ ⎤ ⎡ ⎤
= Σ <⎢ ⎥ ⎢ ⎥− −⎣ ⎦ ⎣ ⎦

�

� �

� �

 

Then, for ( ]1,k kt t t−∈ , we have 

           1( ) ( )kV t V t+−≤ ,    k N∈            (10) 
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On the other hand, when kt t+=  , we have 

{

2

2

2

2

2

( ) ( )

( ( )) ( ( ))

( ) ( )

( , ) ( ) ( ) ( )

( ) ( )

( , ) ( ) ( , )

(

k

k

k

k

k

t T
k k

Tt
k k k k

t T T
k k k k

t T T T
k k k k k k k

T
k k k

t T T
k k k k k k

k

e y t Py t

e r y t P r y t

e y t P y t

e y t x P y t y t Py t

y t Py t

e y t x P y t P y t x

y

ε

ε

ε

η

η

λ

λ

λ

λ

+

−

−

−

−

+ +

− −

− −

− − − −

− −

− − −
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≤ Γ Γ

⎡= Γ Γ −⎣
⎤+ ⎦

⎡ ⎤= Γ Γ −⎣ ⎦

+

� �

}) ( )T
k k kt Py tλ− −

          (11) 

Applying Lemma 1 to (4) yields 
( ) 0T

k k k kP y t Pλ−Γ Γ − ≤                          (12) 
Combining (10) and (11), we have 

2 ( ) ( )

( ) ( )

( ) ( )

kt T
k k

T
k k k k

T
k k k k

e y t P y t

y t P y t

y t P y t

ε

λ λ

λ λ

+ + +

− −<

=

                       (13) 

Therefore we obtain 

2

( )

( ) ( ) ( ( )) ( ( ))

( ) ( ) ( ( )) ( ( ))

( ) ( )

k

k

t T T
k k k k

T T
k k k k k k k

k k k k

V t

e y t Py t g y t Qg y t

y t Py t g y t Qg y t

V t V t

ε

λ λ λ

λ λ

+

+

+ + − −

− − − −

−

= +

< +

≤ =

    (14) 

Combining (10) and (14), we have 
2

1 1 1 0 1 1 0( ) ( ) ( ) ( ) ( ) ( )kt T
k k k k k ke y t Py t V t V t V t V tε λ λλ λ

+ +
− − − −≤ ≤ ≤ ≤ "   (15) 

Since 1( )1 k kt t
k eαλ −−≤ ≤ , therefore for ( ]1,k kt t t−∈ , 

1 0 1 2 0

2

( ) ( ) ( )
0 0

( ) ( )

( ) ( ) ( )

k

k k

t T
k k

t t t t t t

e y t Py t

V t e e V t e V t

ε

α α α

+

− −− − −≤ ≤ ≤"
        (16) 

From (5), we have 
22

min

22 *
min

( ) ( ) ( )

( ) ( )

t

t

V t e P y t

e P u t u

η

η

λ

λ

≥

= −
                      (17) 

[ ]

2 22 * *
0 max max

22 *
max max

( ) ( ) ( ) ( ) ( )

( ) ( ) ( , )

t

t

V t e P t u Q t u

e P Q t x u

ε

τ

ε

τ

λ φ τλ φ

λ τλ φ

≤ − + −

≤ + −
  (18) 

Combining (17) and (18), therefore for ( ]1,k kt t t−∈  

[ ]0

22 *
min

2( ) 2 *
max max

( ) ( )

( ) ( ) ( , )

t

t t t

e P u t u

e e P Q u t x u

η

α ε

τ

λ

λ τλ−

−

≤ + −
 

Let [ ]max max min( ) ( ) ( )M P Q Pλ τλ λ= + , and 

( )2 2ϖ η α= − ,it is easy to see that 

0( )* *
0( , ) ( , ) ,t tu t x u M t x u e t tϖ

τ
φ − −− ≤ − ≥  

This complete the proof. 

Remark 1: if ( ) ( )i k i ku t u t+ −= in Cohen-Grossberg neural 
networks (1), we have the following result. 

Corlllary 1: If there exist diagnal and positive definite 
matrix P, andQ , such that the following LMIs hold 

2 2 2
0

* (1 )

TI PAB PAEG Q GQ PAF
Q

ε
μ

⎛ ⎞− + +
<⎜ ⎟

− −⎝ ⎠

 

where { }1 2, ,..., nA diag a a a= , { }1 2, ,..., nA diag a a a= ,

( )ij n nE α ×= , ( )ij n nF β ×= ， 1( )1 k kt t
k eαλ −−≤ ≤ , 0α > .Then 

the system (1) is globally exponentially stable. 

IV. ILLUSTRATIVE EXAMPLE 
In this section, we will use an example to show the 

effectiveness of the obtained results. 
Example 1: Consider the neural network (1) with two 

neurons,where , 1, 2i j = , ( ) ( 1 1) 2,
j

g t t t= + − −  

0.25ε = , 2( ) 0.05sin ( )t tτ = , 1i ia a= = , 1 .5kλ = , 
respectively 

1 0
0 2

B ⎡ ⎤
= ⎢ ⎥
⎣ ⎦

 

1.5 0.5
1 1.5

E
−⎡ ⎤

= ⎢ ⎥−⎣ ⎦
 

1 1
2 0.9

F
−⎡ ⎤

= ⎢ ⎥
⎣ ⎦

 

0.1317 0
0 0.1038k

⎡ ⎤
Γ = ⎢ ⎥

⎣ ⎦
 

Obviously, ( ) 0.1tτ μ= =� , Applying Theorem 1 of this 
paper, we have 

33.2381 0
0 22.6946

P ⎡ ⎤
= ⎢ ⎥
⎣ ⎦

 

71.1634 0
0 67.9872

Q ⎡ ⎤
= ⎢ ⎥
⎣ ⎦

 

Therefore, the concerned neural network (1) is globally 
exponential stable. 

V. CONCLUSION 
Under some suitable assumptions and using Lyapunov 
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functional, some LMI-based sufficient conditions have been 
derived to ensure the global exponential stability of impulsive 
Cohen–Grossberg neural networks with time-varying delay. 
Some remarks and a numerical example have been employed 
to show the concerned neural network is globally exponential 
stable. 
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Abstract-Rogue Access Point (AP) detection is still a challenging 

issue since most approaches require high deployment cost and 

suffer from high false positive and false negative rates. In this 

paper, we propose AP selection mechanism to prevent wireless 

users from using rogue APs. Since intelligent attackers can spoof 

identities of AP, such as BSSID, MAC and IP addresses, a strong 

authentication mechanism is required. We use signal 

strength-based authentication technique to support the evasion 

attempts of intelligent rogue APs. Experiment results show the 

accuracy, effectiveness and robustness of our rogue AP detection 

system. The proposed scheme can detect rogue APs accurately 

with a negligibly small false positives and false negatives.  

Keywords-IEEE 802.11 wireless LAN, Rogue access point 

detection, signal strength estimation  

I. Introduction 

Wireless LAN provides high productivity, convenience and 
mobility so that wireless users can access a wide range of data 
from different locations such as Internet cafes, airports, 
shopping malls, universities, offices, homes and campuses with 
a variety of mobile devices. As 802.11 technologies continue to 
become more popular, less expensive and easier to install, the 
threat to corporate or enterprise network security increases. 
One of the major security concerns in Wireless LAN faced by 
many enterprise networks today is the Rogue Access Point 
(RAP). 

A rogue access point is an unauthorized Wi-Fi access point 
attached to corporate network without permission of network 
administrators. RAP can be deployed casually, for example by 
innocent users who have weak background on network security, 
looking for convenience of wireless access, or they can be set 
for malicious purpose as an insider attack. Whether a rogue AP 
is placed intentionally or unintentionally, it provides a 
backdoor for unauthorized users into a private enterprise 
network. Unauthorized users might get direct access to 
sensitive data by penetrating conventional security measures. 
Once an innocent user is connected to a rogue AP, the 
adversary can manipulate and monitor the incoming and 
outgoing traffic of the user, and also launch different kinds of 
attacks. For example, the attacker can easily launch phishing 
attacks by redirecting the user‘s web page request to a fake one 
to steal the user‘s sensitive information such as bank account 
number and password [1]. Furthermore, they may interfere 
with nearby well-planned APs and cause performance 

problems inside the network [2]. Wired network security 
solutions, such as firewalls, central authentication, wired IDS 
are completely blinded to the threat caused by rogue APs. Even 
the use of encryption and authentication on official wireless 
LAN may not be enough to prevent Rogue AP [3]. 

Rogue APs can be classified into two categories: 

1) Wired RAP: typical consumer-grade wireless router 

connected directly into an Ethernet jack. Wireless LAN card 

installed on desktop or laptop PC that is connected to wired 

network can also be wired RAP, where WLAN card pretends 

to be an access point. 

2) Wireless RAP: personal computer with two wireless 

cards, one connected to a real AP and the other configured as 

an AP to provide Internet access to WLAN stations. 

We consider both types of rogue APs in this paper.  

We focus on selecting legitimate APs to prevent wireless 

clients from using rogue APs. The basic idea of our scheme 

can be described as follows. The list of legitimate APs is 

managed by a special node, AP registration center (APRC), 

to distinguish legitimate APs from rogue ones. Thus, when 

a new wireless client joins the 802.11 network managed by 

the APRC, it sends a query message to APRC to check if 

each AP is rogue one, not registered in the list of legitimate 

APs managed by APRC. Intelligent attackers may try to 

evade the defense system. They can spoof RAPs‘ identities, 

such as BSSID, MAC address, IP address to pretend to be a 

legitimate AP. Hence, strong authentication mechanism is 

required. Although attackers may forge the identities 

mentioned above, they cannot predict signal strength of 

other APs at a particular wireless node.  Thus, we attempt 

to authenticate APs based on the signal strength of the 

frames received from each AP. 

The remainder of this paper is organized as follows. 

Section 2 surveys the existing rogue AP detection 

approaches. Section 3 describes the proposed AP selection 

mechanism, in details. We show experimental results in 

Section 4. Finally, Section 5 concludes the paper. 

[ECC2011_O_02] 
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II. Related work 

Due to the popularity and flexibility of 802.11 a/b/g/n 
technologies rogue AP detection systems have become an 
essential component of wireless network security measures. 
Most of the current RAP detection approaches can be classified 
as follows. 

A． Wireless Approach 

The simplest and most classical approach among rogue 

AP detection systems is wireless approach. One way to 

search rogue AP is to scan all radio frequency (RF) 

channels by carrying portable laptop or handheld device 

with sniffer software (e.g., AirMagnet [5] and NetStumbler 

[6]) within the range of campus or enterprise. This 

approach suffers from different drawbacks, such as 

scalability, deployment cost, effectiveness and accuracy. 

Since these wireless analyzer tools require to monitor Wi-Fi 

signals in entire environment, it can be very time 

consuming to walk through all of facilities in search of 

rogues. Also, with 802.11 hardware operating at different 

frequencies (802.11a - 5 GHz and 802.11b/g – 2.4 GHz), IT 

personnel must upgrade their detection devices to 

accommodate multiple frequencies. Furthermore, scans are 

easy to elude, since a rogue AP can be unplugged when the 

scan occurs. This method may be workable in a very small 

area networks. 

Another way to search rogue APs is automatic scanning 

using full time probes or special APs that also works as 

probes (e.g., ORiNCO AP [7]). However, this technique 

requires high deployment cost, considering that one must 

place a large number of sensors for entire enterprise to 

monitor wireless network. This method is also ineffective, 

if the organizations do not have wireless access point in the 

network. Furthermore, it may not be effective if an attacker 

uses a directional antenna, or reduces the signal strength to 

cover the small range within his/her office.  

B． Wired Approach 

The usual approach monitors mixture of wired and 

wireless traffic at a traffic aggregation point (e.g., a 

gateway router) and determines whether a host uses wired 

or wireless connection.  

Several research efforts use inter-packet spacing to 

determine whether the traffic originated on a wireless link 

or a wired link. In [2], the authors developed their 

algorithm using sequential hypothesis tests and made 

prompt decision as TCP ACK pairs are observed. The focus 

of [9] is on using of temporal traffic characteristics to 

detect rogue APs at a central location. The study of [11] 

differentiates wireless traffic by utilizing variations in 

packet inter-arrival time. They developed Hidden Markov 

Model by analyzing Denial of Service (DoS) attack and the 

traffic characteristics of 802.11 based Wireless Local Area 

Network. In other research [12], a train of packets arriving 

at the gateway router is used to measure inter-arrival time. 

RTT metric is also used to differentiate wireless and 

wired traffic. In [2], the authors consider RTT as a method 

of determining if one is using wireless link in the 

communication path. The work of [13] uses temporal 

TCP/IP characteristics of SYN, FIN, and ACK local round 

trip times (LRTT). 

All of those methods rely on the difference in the 

temporal characteristics of wired and wireless traffic. Due 

to the variations in channel conditions, wireless link 

capacity varies over time and random delays are introduced. 

The difference in link speed between wired and wireless 

links also affects the characteristics significantly. Most of 

these schemes do not discriminate between wireless traffic 

from authorized and unauthorized APs, but only detects 

existence of wireless stations. 

C． Agent based Approach 

This type of detection technique requires deploying 

additional network components, such as agents, central 

administrator and client-server application. The main idea 

of [15] is to set distributed agent-based intrusion detection 

and response system for wireless LANs that can detect 

unauthorized wireless elements. Multi-Agent based 

methodology is proposed in [16] to detect and eliminate 

rogue access points. However, it may require a lot of agents 

for good coverage, which leads to a high deployment cost. 

D． Client side Approach 

The authors of [14] discovered new rogue AP detection 

scheme that can be implemented purely by end users. Their 

RAP detection protocol uses timing information based on 

the RTT. The intuition is to let the user probe a server in the 

local network and measure the RTT from the response. If 

the mean of RTT is statistically larger than a certain 

threshold, associated AP is defined as a rogue AP. However, 

their mechanism suffers from various drawbacks. First, 

they considered only wireless rogue APs in a public places, 

like airports. It cannot do anything about other types of 

RAPs, especially wired RAPs. Then, since they use DNS 

lookup as a probe message, an attacker can easily break the 

system by constructing its own DNS cache. In this case, 

clever RAP responses to clients‘ DNS lookup requests by 

itself in order to reduce RTT value. Third, the accuracy of 

this algorithm may be decreased down to 60% in heavy 

traffic conditions. Moreover, it takes a rather long time 

(17.2 sec when number of probe packets is 100 and 50.7 

sec when it is 300) to detect rogue APs in saturated network 

traffic conditions. They improve the efficiency of the 

algorithm by increasing the number of samples from 100 to 

300. However, too many probe packets may create huge 

traffic that might affect the throughput of existing data 

traffic. 

Our proposed scheme helps wireless clients to select 
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authorized AP while avoiding unauthorized ones. It can 

detect all types of rogue APs with a high accuracy.  

III. Proposed AP selection mechanism 

Our AP selection method uses voting request and reply 

messages exchanged between a wireless user and APRC 

through several APs. We employ APRC to check legitimacy 

of an AP based on the pre-defined list of authorized APs. 

The wireless node relies on the voting to check the 

authorization status of APs detected within the range. The 

wireless node repeats this process multiple times by 

connecting to different APs and makes a decision based on 

the collected replies. If the number of answers telling a 

certain AP is legitimate is larger than the number of 

opposing answers, we conclude that this AP is legitimate. 

Finally, the wireless node selects AP with the strongest 

signal among the authorized candidate APs. 

A． APRC (AP Registration Center) 

The proposed scheme uses administrator-centric 

approach, where the management node APRC can tell a 

wireless node if a certain AP is authorized or not. When 

wireless clients scan the wireless network and detect 

multiple APs within their communication range, they ask 

APRC whether an associated AP is legitimate or not. Since 

APRC manages the list of authorized APs, APRC can easily 

discriminate rogue APs from legitimate ones based on the 

MAC addresses of APs. Fig. 1 illustrates wireless network 

architecture with various types of APs. 

LAP

RAP

LAP

Wired RAP

Wireless RAP

Router

Gateway Router

Network manager

(APRC)

Wireless clients

Internet

 
Fig. 1 Wireless neztwork architecture including a legitimate AP (LAP) 

authorized by APRC and two types of RAPs, i.e. wireless and wired RAP. 

The IP address of APRC can be advertized through beacon 

frames to wireless nodes. It is possible to add this 

information to the end of the beacon frame by modifying 

the driver of AP. Since we assume every wireless user 

know the IP address of APRC through the beacon messages, 

each wireless node can ask APRC if a specific AP is 

legitimate or not. When APRC receives query message 

from a wireless node, it replies with simple YES/NO 

answer based on the list of legitimate APs. 

B． Extension of beacon frames 

The IEEE 802.11 standard allows AP vendors to add 

253 bytes of vendor-specific Beacon Information Elements 

(BIEs) in its beacon. This information is vendor specific, 

which is commonly used by each vendor to put their own 

proprietary information within the Beacon frames as shown 

in Fig. 2. We use this feature to define a special BIE for 

broadcasting IP address of APRC. IP address information 

requires only 32 bit space. The main drawback of this 

approach is that it requires driver modification for client 

devices. We will investigate the issue of implementation, 

more specifically driver modification, in future study. 

 
Fig. 2 Vendor-specific field in IEEE 802.11 beacon frame. 

C． Attacker model 

We consider possible attack scenario in Fig. 3.  

AP1 AP2 AP3 AP4 AP5 AP6

Center

Wireless client

MAC
AP1 ,MAC

AP2, MAC
AP3

YES, NO, YES

NO, YES, NO

 
Fig. 3 Spoofing attack: AP1, AP3, AP4, AP5 and AP6 are authorized APs; 

AP2 is attacker‘s rogue AP that spoofs BSSID, MAC and IP addresses of 

voting reply messages. 

In this case, AP1, AP3, AP4, AP5 and AP6 are authorized 

APs that are registered in the list of legitimate APs in 

APRC. Only AP2 is a malicious rogue AP.  Attacker‘s 

rogue AP can be wired or wireless AP depending on the 

attack environment. If there is available Ethernet jack to 

connect to the wired network, the attacker can establish 

wired RAP, otherwise he can set a wireless RAP. Since a 

wireless node trusts the answer on voting reply message 

coming from APRC through an associated AP, the attacker 

may attempt to modify voting reply message to advertise 

himself as legitimate AP and other APs as rogue ones when 

a wireless node is connected to the attacker‘s AP. Moreover, 

the attacker may try to interfere communications between 

the wireless node and other APs. The adversary node can 

listen to the communication between other nodes and APs 

and generate fake response messages that advertise 

legitimacy of itself and the illegitimacy of other APs. 

Hence, strong authentication mechanism is required. Even 

if an attacker can spoof identities of AP, such as BSSID, 

MAC and IP addresses, he cannot guess the signal strength 

of frames from other APs at a certain location. Therefore, 

the wireless node can identify from which AP the voting 

reply messages arrive based on the signal strength. We 

assume that there exists more than one AP within the range 

of a wireless node. We further assume that the number of 

APs that are not under control of attacker is larger than the 

number of attacker‘s APs.  

D． AP selection algorithm 

29



 

 

In this subsection, we explain the proposed access point 

selection mechanism to avoid rogue access points in more 

detail. If there is no rogue access point, then we had better 

select the access point whose signal strength is highest at 

the selected wireless node, since higher throughput can be 

provided by that access point. However, the AP 

corresponding to the highest signal strength might be a 

rogue one. Thus, we attempt to select an access point 

whose signal strength is high among the non-rogue APs 

within the range. The proposed mechanism consists of two 

phases. In the first phase, three candidate access points are 

selected among the APs within the range of the wireless 

node based on the signal strength. In the second phase, we 

detect rogue APs among the three candidate APs, and select 

the final one among the non-rogue APs based on the signal 

strength. 

In the first phase, the wireless node measures the signal 

strength of beacon frames from every AP within the 

communication range. T denotes the duration of the 

measurement period (in seconds). Since beacon frames are 

usually sent at the interval of 100 msec, 10T samples can be 

collected for each AP during an interval of duration T. the 

default value of T is 2 seconds in this paper. After 

collecting enough number of samples for each AP, we can 

calculate the mean and the standard deviation of signal 

strengths for each AP. 𝜇𝑖  and 𝜎𝑖  denote the mean and the 

standard deviation of the signal strengths for 𝐴𝑃𝑖  (1 ≤ 𝑖 ≤
𝑛), where n is the number of APs within the range of the 

selected wireless node. After obtaining the list of (𝜇𝑖 , 𝜎𝑖) 

for every AP within the range, we select three candidate 

access points in the following way. We select the access 

point whose average signal strength is highest at the 

wireless node as the first candidate AP, APa.  

Let us consider the following two set 𝑆𝑏
′  and 𝑆𝑏 : 

𝑆𝑏
′ =  𝑖    𝜇𝑖 + 𝜎𝑖 < 𝜇𝑎 − 𝜎𝑎 , 1 ≤ 𝑖 ≤ 𝑛}, 

𝑆𝑏 =  𝐴𝑃𝑖     𝜇𝑖  ≥  𝜇𝑗  , ∀𝑗 ∈ 𝑆𝑏
′ }. 

Then, 𝑆𝑏  contains the access point whose signal strength 

is highest among the access points whose signal strength 

ranges are not overlapping with that of APa. Sb usually 

contains only one AP as an element, and that AP is selected 

as the second candidate AP, APb.  If Sb has more than one 

element, then one of them is randomly selected as APb. The 

third candidate AP, APc is also selected in a similar way, i.e. 

randomly, from the following set Sc: 

𝑆𝑐 =  𝐴𝑃𝑖      𝜇𝑖  ≥  𝜇𝑗  , ∀𝑗 ∈ 𝑆𝑐
′ }, 

where 𝑆𝑐
′ =  𝑖    𝜇𝑖 + 𝜎𝑖 < 𝜇𝑏 − 𝜎𝑏 , 1 ≤ 𝑖 ≤ 𝑛}. 

We can easily know that the signal strength ranges of APa, 

APb, and APc do not overlap, and this property is required 

to authenticate access points in the second phase. 

In the second phase, the wireless node sends query 

messages to APRC to know the legitimacy of three 

candidate APs. However, if that query is delivered through 

a rogue access point, then the rogue AP might attempt to 

modify the response message to change it favorable to the 

rogue AP. Thus, we send three query messages to APRC 

through three different APs, i.e. candidate APs. Three query 

messages are required to check the authorization status of 

each AP. Since we need to investigate the legitimacy of 

three candidate APs, nine messages are required in total. 

However, it is possible to merge three query messages 

delivered through the same access point. Thus, only three 

messages are enough to query the authorization status of 

three candidate APs through three different APs. 

If the query message containing the three MAC 

addresses of candidate APs, (MACa, MACb, MACc) is sent 

to APRC, then APRC investigates the existence of each 

MAC address in the list of MAC addresses of authorized 

APs. If the MAC address is found in the table, then the AP 

corresponding to that MAC address is verified to be a 

legitimate one. 

Even though the rogue AP attempts to modify the 

response message sent from APRC, if the number of 

normal APs is larger than that of rogue APs among the 

candidate APs, then a correct decision can be made on the 

legitimacy of each candidate AP based on the majority of 

votes, i.e. the answers in the reply messages. However, in 

the worst case the rogue AP might generate fake response 

messages pretending to come from other candidate APs to 

increase the number of votes supporting the rogue AP itself. 

For example, if the rogue AP can generate two more fake 

response messages and they are counted as valid votes by 

the wireless node, then the rogue AP can win the vote since 

there will be only two replies or votes from the normal APs 

and three fake votes from the single rogue AP. 

We resolve this problem by classifying the voting replies 

into three categories corresponding to three APs based on 

the signal strength of each frame, and merging the answers 

belonging to the same category into one. Table I show the 

mean and the standard deviation of the signal strength for 

the beacon frames arriving from three candidate APs. 

TABLE I RANGE OF SIGNAL STRENGTH OF FRAMES ARRIVING FROM THREE 

CANDIDATE APS 

AP number Mean of signal strength Standard deviation 

a 𝜇𝑎  𝜎𝑎  

b 𝜇𝑏  𝜎𝑏  

c 𝜇𝑐  𝜎𝑐  

 

If ri is the signal strength of the reply message from 

APRC, then that message is considered to come from the 

AP whose mean signal strength is closest to ri. After all the 

reply messages are classified according to this rule, we 

merge the answers belonging to the same category in the 

following way. If all the reply messages contain the same 

answer, then we merge all those answers into one for the 
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selected category since normal APs are not likely to deliver 

multiple reply messages. If the answers of those replies are 

not consistent, then we discard all the answers for that 

category. 

Even though a rogue AP generates multiple fake reply 

messages with spoofed source MAC addresses, all those 

messages will be classified into the same category 

corresponding to the rogue AP, and they will be merged 

into one according to the above rule. Thus, signal 

strength-based message classification or AP authentication 

can effectively mitigate fake reply message problem of a 

rogue AP. 

The final access point selection rule can be summarized 

as follows. Let A denote the set of three candidate access 

points, and let R denote the set of rogue APs among the 

access points in A. Then, we select the access point as an 

element of the following set S: 

𝑆 =  𝑖   𝑖 ∈ 𝐴 ∩ 𝑅𝑐 ,  𝜇𝑖 ≥  𝜇𝑗   ∀𝑗 ∈ 𝐴 ∩ 𝑅𝑐} 

In other words, we select the AP whose signal strength is 

strongest among the non-rogue candidate access points. 

IV. Experimental results 

To evaluate the performance of proposed algorithm, we 

built experimental test bed as shown in Fig. 4.  

C
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AP1

AP4

AP5

D

AP6

A

10.2m

6.5m

 

Fig. 4 Location of APs: Wireless users are connected to network from 
locations A, B, C and D. 

All APs are separated from each other by at least a few 

meters. We perform experiment at different locations in 

order to show that it is usually possible to find three APs 

whose signal strengths are clearly different from each other. 

Table II illustrates the distance between wireless nodes and 

APs in our test bed. 

LOCATION OF WIRELESS STATIONS 

Wireless 

node 

Distance from AP (m) 

AP1 AP2 AP3 AP4 AP5 AP6 

A 5.7 2.7 4.7 2.4 6.15 9 

B 8.9 8.1 10.3 6.34 2.4 4 

C 12.9 12.1 14.4 10 4.7 1.7 

D 15 11.65 13.2 7.7 10.15 7.1 

We measure the signal strength of beacon frames 

received by a wireless machine in several locations. Fig. 5 

shows the change of signal strength of the frames received 

by a wireless node at position A. Fig. 6 shows the range of 

signal strength of beacon frames arriving from different 

APs, i.e. (𝜇 − 𝜎; 𝜇 + 𝜎), where 𝜇 and 𝜎 are the average 

and the standard deviation of the measured signal strength. 

 

Fig. 5 Signal strength of beacon frames measured at position A. 

 

Fig. 6 The range of beacon frames signal strength. 

We use UDP packet to deliver voting request and 

response messages. MAC addresses of all beacon frames 

are appended to the payload of UDP packet for the voting 

request message. The APRC replies with UDP packet that 

has the sequence of YES/NO answers representing the 

legitimacy of each AP.  

Access points AP1, AP2 and AP5 are selected for the 

voting process since the ranges of their signal strengths are 

not overlapped. After performing the voting process by 

associating with those three candidate APs one by one, we 

obtain records shown in Table III.  

TABLE II VOTING REPLY MESSAGES BEFORE MERGING 

Received 
frame 

number 

 

Voting response  Legitimacy checked by APRC 

MAC  
address 

Signal 
strength (dB) AP1 AP2 AP5 

1 MACAP1 -72 YES NO YES 

2 MACAP1 -62 NO YES NO 

3 MACAP5 -56 YES NO YES 

4 MACAP2 -64 NO YES NO 

 

As shown in that table, the second entry belongs to the 

spoofed voting response, i.e., MAC address is same with 

AP1 but the signal strength is close to the range of AP2. 

The result of reply message classification and merging is 

shown in Table IV. 
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TABLE III VOTING ANSWERS AFTER MERGING OF VOTING REPLY MESSAGES 

Merged 

answer 

number 

Voting response  
Legitimacy checked by 

APRC 

MAC 
address 

Signal 
strength (dB) 

AP1 AP2 AP5 

1 MACAP1 -72 YES NO YES 

2 MACAP2 -62 NO YES NO 

3 MACAP5 -56 YES NO YES 

Finally, we run access point selection algorithm. Since 

the number of YES answers is larger than NO answers for 

AP1, AP1 is considered as an authorized AP. With the same 

reasoning AP5 is detected as an authorized AP and AP2 is 

categorized as a rogue AP. Finally, AP5 is selected because 

the signal strength of frames from AP5 is higher than for 

AP1. 

We performed our detection algorithm 20 times in 

various locations. We obtained 100% accuracy in all 

experiment, i.e., there is no false negatives and false 

positives. 

We find that it takes 10 to 130 msec to perform single 

voting procedure, i.e. from voting request packet 

transmission time to voting reply packet reception time. We 

also find that it usually takes less than 16 sec to perform the 

whole process in the pre-described experiment environment, 

and thus, the proposed scheme requires a similar or less 

amount of time compared with the RTT-based approach of 

[14]. Furthermore, since only six messages, three query and 

three response messages, are exchanged during the whole 

procedure, the control message overhead is much less than 

for the RTT-based approach of [14]. 

V. Conclusion 

In this paper, we propose a new access point selection 

mechanism to avoid rogue APs. The proposed scheme 

consists of two stages. In the first stage, we select three 

candidate access points based on the signal strength 

measured at the wireless node. Since we select three access 

points whose signal strengths are clearly different from 

each other, the signal strength can be used to authenticate 

APs. In the second stage, we detect rogue access points by 

consulting a management center, APRC, about the 

authorization status of three candidate APs. In order to cope 

with the fake message attack by rogue APs, we send 

multiple query messages through the three selected 

candidate APs, and authenticate the sender of the reply 

message based on the signal strength. The experiment 

results show that the proposed scheme can select an 

authorized AP with strong signal strength while avoiding 

rogue APs with a high probability. 
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Abstract—Coherent detection and demodulation at the receiver 
requires channel state information. In this paper, we investigate 
channel estimation problem in sparse multipath dual-hop single 
relay (DHSR) cooperation networks. Conventional linear channel 
estimation methods, e.g., least square (LS), based on the rich 
multipath assumption in cooperation convoluted channels, are 
robust and simple while at the cost of large amount training 
resource. However, recent physical channel measurements, have 
shown that the multipath channel, in point-to-point (P2P) 
wireless system, exhibits great sparsity in some high-dimensional 
space, e.g., time-delay and Doppler-spread domain. Based on the 
mathematical channel model of P2P and sparseness measure 
function, we show that the cooperation convoluted channels also 
exhibit sparsity using Monte Carlo runs and propose several 
sparse channel estimation methods to exploit the inherent sparse 
structure in channel delay spread domain multipath DHSR 
cooperation networks using amplify-and-forward protocol. 
Simulation results confirm the superiority of the proposed 
methods to LS-based linear estimation method. 

Keywords-dual-hop single relay (DHSR), compressive sensing, 
cooperation convoluted channel, cooperation networks, sparse 
multipath fading. 

 

I.  INTRODUCTION 

Relay-based cooperation communication networks [1-4] 
have been intensively studied in the last decades due to its 
capability of enhancing the transmission capacity and 
providing the spatial diversity for single-antenna receivers by 
employing the relay nodes as virtual antennas [4]. It is well 
known that utilizing multiple input multiple output (MIMO) 
transmission can boost the channel capacity [5-6]. In addition, 
MIMO diversity techniques can mitigate fading and hence 
enhance the quality of service (QoS) [7-8]. However, it is very 
hard to mount multiple antennas onto a small handheld 
terminal. To resolve the contradiction between then, one could 
choose relay-based cooperation networks can be introduced 
which have been investigated in last decade years [1, 4]. The 
main reason is that relay nodes in the network can be exploited 
as diversity antennas, relay nodes can either be provided by a 
network operator or be obtained from cooperating terminals of 
other users. 

In the relay network, data transmission is usually divided 
into two phases. During phase I, the source broadcasts its own 
information to relay. During Phase II, the relay forwards its 
received signal to the destination. Usually, there has two kinds 
of protocols in cooperation networks, one is purely amplify the 
received signal at relay and forward it to desination, which is 
termed as amplify-and-forward (AF); and the second is to 
demodulate the received signal and modulated again and 
retransmit to destination, which is often termed as decode-and-
forward (DF). Due to coherent demodulation, accurate channel 
state information (CSI) is required at the destination (for AF) 
or at both relay and destination (for DF). For DF cooperation 
networks, the channel estimation methods developed for P2P 
communication systems can be applied. However, extra 
computation of channel estimation will increase the 
computational burden at relay and broadcasting the estimated 
channel information will result in further interference at 
destination. Based on the different protocols, cooperative 
networks can be classified into three categories: 

(1)   communicates with   and   during the first time slot. 
In the second time slot, both S and   communicate with  . 

(2)   communicates with    and   during the first time slot. 
In the second time slot, only the    communicates with  .  

(3)   sends signal to  , assuming that   cannot receive the 
direct signal from    during the first time slot. At the second 
time slot, the amplified signal is broadcast to destination  . 

In this paper, we focus our attention on category (3), which 
is shown in Fig. 1. Linear channel estimation for the relay-
based AF cooperation networks has been proposed 4 assuming 
a rich multipath channel. Hence, low spectral efficiency is 
unavoidable due to that large space is allocated to transmit 
training sequence and relatively small space is left to carry user 
data. If an insufficient length training sequence is used, 
sufficiently accurate channel estimate cannot be obtained. 
Recent channel measurements have reported that the wireless 
channels often exhibit inherent sparse or cluster-sparse 
structure in delay-spread domain. In order to take advantages 
of channel sparsity, we propose a novel compressive channel 
estimation scheme. Simulation results will confirm the 
effectiveness of the proposed methods. 
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Section II introduces the AF cooperation channel model 
and the sparseness measure of convoluted channel. Section III 
discusses compressive channel estimation of convoluted 
channel and presents various CCE methods. In section IV, we 
give various simulation results and discuss the performance of 
the estimators. Concluding remarks are presented in Section V. 

 


 

Fig. 1. A typical sparse multipath cooperation network. 

II. SYSTEM MODEL 

Due to the limited transmit power and multipath fading, 
we assume that there is no direct propagation path between   
and   as shown in Fig. 1. And frequency-selective multipath 
channels will generate multiple delayed and attenuated copies 
of the transmitted waveform. Source and relay are assumed to 
have average power constraints in SP  and RP  respectively. 

The 1L  length discrete multipath channel vector 1h  between 

  and   is represented by 
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1 1, 1,
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Where 1,lh  and 1,l  denote the complex-valued path gain with 

1
21

1,0
[ ] 1

L
llE h


  ( [.]E denotes the expectation operation) 

and the symbol-spaced time delay of the thl  path, respectively. 
According to the channel representation Eq. (1), a 
N−dimensional (complex) signal x  transmitted in equivalent 
complex cooperation channel leads to a received signal at the 
relay given by [12,14] 

 1 1 1, y H x n                               (2) 

where 1H  is an N N  circulant channel matrix with 

1 1 ( )[  ]T T
N L h 0 as its first column, 1n  represents the complex 

additive Gaussian white noise (AWGN) with zero-mean and 

covariance matrix 2
1 1[ ]H

n NE n n I , ( NI  denotes a N N  

identity matrix). Due to the same channel property as Eq.(1), 
channel vector 2h  between   and   is given by  
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where 2,lh  and 2,l  denote the complex-valued path gain with 

2
21

2,0
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L
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 and the symbol-spaced time delay of the 

thl  path, respectively. Hence, the received signal vector at the 
destination  , which is from relay  , can be written as 

 2 2 1 2 2 1 1+ ,   y H y n H H x n                (4) 

where 1 2 n Hn n  is the composite noise with zero mean 

and covariance matrix 
22 2

2{ } ( )H
N nE   nn H I , where 

NI  is an N N  identity matrix, and the amplified positive 

coefficient   is given by 
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                             (5) 

According to the matrix theory [15], circulant channel 

matrices 1H  and 2H  can be decomposited as 1 1
HH W Λ W  

and 2 2
HH W Λ W , respectively, where W  is the (unitary) 

discrete Fourier transform matrix (DFT) with 
21mn j mn NN e W , , 0,1,.., 1m n N  . Hence, system 

model (4) can be rewritten as 

 2 2 1 .H  y W Λ Λ Wx n                    (6) 

If the (6) is left-multiplied by W , is can yield 

ˆ , y Xh n                               (7) 

where 2 1( ) h h h  is the cooperation convoluted channel 

vector, ( )diagX Wx F  denotes the training signal matrix, 

F is a matrix taking the first (2 1)L  columns of N W and 

2 1 2ˆ  n Λ Wn Wn  is a realization of a complex Gaussian 

random vector with zero mean and covariance matrix of 
22 2{ } ( )H

N nE   nn Λ I . The maximum likelihood (ML) 

algorithm based coherent detection is then obtained from 
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  (8) 

For coherent detection in AF cooperation network, destination 
  performs the ML detection using cooperation channel 
estimator We will calculate the sparseness of cooperation 
channel h at first. A measure function 16 based on the 
relationship between the 1 -norm and the 2 -norm is utilized 

to calculate the sparseness of channel vectors. Consider a 
sparse channel vector h , its sparseness is calculated by 
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 1 2Sparseness( ) ,
1

L

L






h h
h                    (9) 

where L  is the length of h . This function equals to unity if 
and only if h  contains only a single non-zero component. Fig. 
3 shows the sparseness of channel vectors , 1, 2i i h  and its 

cooperation channel vector h . To compare the sparseness 
measure of different channel vectors in Fig. 2, we assume that 
the length of , 1, 2i i h , are 1 32L   and 2 36L  , 

respectively. Hence, the length of cooperation channel h  is 

1 2 1 67L L L    . From Fig.3, it can be found that the 

sparseness of cooperation channel h  is even sparser than ih . 

Hence, compressed channel sensing can be utilized to get the 
estimation of h . 
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Fig. 2. Sparseness measure of different channel vectors over the noise floor. 

 

III. COMPRESSIVE CHANNELＥESTIMATION 

From (7), the optimal sparse channel estimator opth t is 

given by [18]  

 
2

2 0

1
arg min ,

2opt     
 h

h y Xh h            (10) 

where   is a regularized parameter which tradeoffs the 

estimation error and sparsity of h , 
2

2
h  denotes the 2 -norm 

which is given by 
22

2 ih h  and 
0

h  denotes 0 -norm 

which counts the number of nonzero coefficients. 
Unfortunately, (10) is nonconvex optimization problem and is 
NP-hard 18. In other words, optimal sparse estimators are 
unlikely to be calculated efficiently. However, numerous 
practical suboptimal algorithms exist for the cooperation 
convoluted channel h if the training measurement matrix 

satisfies the restricted Isometry property (RIP) 19. Usually, 
these sub-optimal algorithms can be classified in two kinds. 
The first kind is greedy algorithms such as orthogonal 
matching pursuit (OMP) 10 and compressive sampling 
matching pursuit (CoSaMP) 11, which select each dominant 
coefficient in channel by iteration. The second kind is convex 
relation methods such as Lasso 9. Here we also consider the 
LS channel estimator (known channel position of h ) for 
comparison. The LS estimator (known position) is given by 

 
† , supp( )

0,
T T

others

  


X y h
h                   (11) 

where supp( )h  denotes the nonzero taps supporting the 

channel vector h , TX  is the submatrix constructed from the 

columns of  X , and T  denotes the selected subcolumns 
corresponding to the nonzero index set of the convoluted 

channel vector h . The MSE of LS estimator h  is given by 13 

   12 ?( ) Tr .n TTMSE 


h X X               (12) 

By utilizing CS recovery algorithms for compressive channel 
estimation, we propose CCS-Lasso, CCS-OMP and CCS-
CoSaMP. The three methods for cooperation convoluted 
channel estimate are described as follows. 

A.  CCS-Lassso estimator 
Given the received signal y, the unitary DFT matrix W and F , 
training signal x (training signal matrix ( )diagX Wx F ), the 

regularized parameter is set as 2 log N  . The CCS-

Lasso channel estimator Lassoh is given by 

 
2

2 1

1
arg min .

2Lasso     
 h

h y Xh h        (13) 

B.  CCS-OMP estimator 
Given the received signal y , W  and F , and x , CCSOMP 

estimator performs as follows: Initialize. Set the nonzero 
coefficient index set 0T   , the residual estimation error 

0 r y  and put the initialize iteration counter as 1k  . 

Identification. Select a column index kn  of X  that is most 

correlated with the residual: 

 1 -1, ,   = .k k n k k kn  and T T n r X               (14) 

Estimation. Compute the best coefficient for approximating 
the channel vector with chosen columns 

 
2

arg min .
kk T 

h
h y X h                  (15) 
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Iteration. Update the estimation error: 

 .
kk T k r y X h                             (16) 

Increment the iteration counter k . Repeat (14)-(16) until 

stopping criterion holds and then set OMP kh h . 

C.  CCS-CoSaMP estimator 
Given the received signal y, the unitary DFT matrix W  and 
F , training signal x (training signal matrix ( )diagX Wx F ), 

the maximum number of dominant channel coefficients is 
assumed as S . The CCS-CoSaMP performs as follows: 
Initializtion. Set the nonzero coefficient index set 0T    the 

residual estimation error 0 r y  and put the initialize iteration 

counter as 1k  . 
Identification. Select a column index kn  of X  that is most 

correlated with the residual: 

 1 1, ,  .k k n k k kn and T T n  r X                (17) 

Using LS method to calculate a channel estimator as  
arg minLST  y Xh , and select T  maximum dominant 

taps LSh . The positions of the selected dominant taps in this 

substep are denoted by LST . 

Merge. The positions of dominant taps are merged by 

k LS kT T T  . 

Estimation. Compute the best coefficient for approximating 
the channel vector with chosen columns, 

 
2

arg min .
kk T 

h
h y X h                     (18) 

Pruning. Select the kT  largest channel coefficients 

  ,k Sh h                              (19) 

and replace the left taps by zeros. 
Iteration. Update the estimation error 

 .
kk T k r y X h                       (20) 

Increment the iteration counter k . Repeat (17)-(20) until 

stopping criterion holds and then set CoSaMP kh h . 

IV. SIMULATION RESULTS 

In this section, we will compare the performance of the 
proposed estimators with LS-based linear estimator and adopt 
10000 independent Monte-Carlo runs for average. The length  

of training sequence is 64N  . All of the nonzero taps of 
sparse channel vectors 1h  and 2h  are generated following 
Gaussian distribution and subject to 

2 2
1 22 2

1 h h . The 

length of the two channel is 1 2 32L L  , and the positions of 
nonzero channel taps are randomly generated. Transmit power 
is set as SP N  and AF relay power is set as RP N . The 
signal to noise ratio (SNR) is defined as   as 210log( )nP  . 
When the number of nonzero taps in cooperation channels  

,  1,2i i h  is changed, the simulation results are shown in Fig. 
4~Fig. 6. Channel estimators (LS, CCE-Lasso, CCE-OMP, 
and CCE-CoSaMP) are evaluated by average mean square 
error (MSE) which is defined by 

 

2

2
ˆ

average MSE( ) ,
(2 1)M L


 



h h
h              (21) 

where h  and ĥ  denote channel vector and its estimator, 
respectively, M is the number of Monte Carlo runs and 
(2 1)L   is the overall length of channel vector h . In Fig. 4, 

the number of nonzero taps of , 1, 2i i h , is set to 2 (very 

sparse), according to the sparseness measurement in Eq.(9), 
the cooperation convoluted channel also has sparsity. Fig. 3 
shows that performance of the proposed CCS estimators is 
much better than LS estimator and is close to the ideal LS 
estimator by using known position of the channel. In addition, 
in low SNR situation (less than 10dB), the proposed CCE-
Lasso estimator achieves even better performance than the LS 
estimator (known position). In Fig. 4, the number of nonzero 
taps of , 1, 2i i h , is set to be 4, and in Fig. 5, the number of 

nonzero taps of hi is set to be 4 and 8, respectively. When 
comparing the simulation results in the three figures (Fig. 
3~Fig. 5), it can be seen that the proposed estimators can 
exploit the channel sparseness. Better estimator by exploiting 
more sparser information in a channel and vice versa. It is  
worth noting that if channels are dense rather than sparse, all 
of the proposed estimators will have the same performance as 
LS estimator.  

0 5 10 15 20 25 30
10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

SNR (dB)

av
er

ag
e 

M
S

E

 

 

LS
CCS-Lasso
CCS-OMP
CCS-CoSaMP
LS(known position)

 
Fig. 3. MSE performance as a function of SNR (Number of nonzero taps of 

1h  and 2h  are 2). 
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Fig. 4. MSE performance as a function of SNR (Number of nonzero taps of 

1h  and 2h  are 4). 
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Fig. 5. MSE performance as a function of SNR (Number of nonzero taps of 

1h  and 2h  are 4 and 8, respectively). 

 

V. CONCLUSION 

In this paper, we have investigated channel estimation 
problem for relay-based sparse multipath dual-hop single relay 
cooperation networks. Differing from the conventional linear 
channel estimation methods, we proposed sparse channel 
estimation methods for the AF networks under AF protocol. 
Sparseness of cooperation convoluted channel was confirmed 
by a measure function. The proposed methods have exploited 
the sparsity in cooperation channel. Simulation results have 
confirmed the performance superiority of the proposed method 
to the conventional linear LS method. The proposed method 

can also be extended to sparse multipath multi-antenna 
cooperation networks. 
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Abstract  This paper reports on the design, simulation, and model of a damping approach that is adding a 

extra bulge inside the top package layer in DMTL(distributed microelectromechanical transmission-line). With this 
new structure, performances of this phase shifter are improved, especially its release time that reduces to 358 s 
while the original is 670 s. As this package has a damping effect on the MEMS bridge, the speed of DMTL nearly 
increases two times and the capacitance fluctuation is greatly inhibited. 

Key words  DMTL;  release time;  speed of DMTL;  damping approach;  MEMS package, mechanical 
equivalent 
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1  INTRODUCTION 
Microelectromechanical system (MEMS) 

electronically variable phase shifters have been 
developed for their usefulness in phased-array radars 
[1,2], communication systems [3] and measurement 
instrumentation [4] during the past ten years. The 
advantages of using MEMS over FET’s or p-i-n diodes 
are their low-loss performance [5,6] and lack of 
measurable intermodulation distortion [7,8]. However, 
the application of MEMS phase shifters in wider range 
is restricted by its low power handling and long 
switching time which don’t match high-performance 
passive phased arrays. Although various MEMS phase 
shifters were demonstrated at different bandwidths, 
especially the digital distributed micro 
electromechanical transmission-line (DMTL) at 
X-band [9], Ku-band [10,11], K-band [12], Ka-band 
[13,14], V-band [15] and even W-band [16] 
frequencies by several groups, most of results don’t 
indicate the switching time which determines the speed 
of MEMS phase shifters. Switching time of FET’s or 
p-i-n diodes is much higher (approximate 1-100ns) 
than MEMS’s (1-300 s). In order to reduce the 
MEMS’s switching time, the optimization of materials 

and some parameters, such as driven voltage, height of 
gap, and width of CPW signal line is tried. However, 
switching time of MEMS phase shifters decreases a 
little because these parameters affect the pull-in time of 
decades s order much more than release time of 
hundreds s order[17][18] Switching time is the sum 
of pull-in time and release time . What is remarkable 
about switching time of the DMTL approach is how 
greatly one can reduce the release time. The release 
time  is  required  for  the  MEMS  bridge  to  move  from  
the down state to its normal height (or within 5% of 
this value). 
In this paper, a novel approach—etching a extra bulge 
inside the top package layer in DMTL—is introduced. 
This bulge is above the MEMS bridge and nearly 
contacts with the bridge at its original height. In the 
release of the bridge, a damping force appears when 
the bridge reaches above its original height. This force 
stops the bridge’s motion effectively and the release 
time reduces by half. The total switching time also 
drops. Additionally, this approach prolongs the MEMS 
bridge’s lifetime by preventing it from vibration. 

39

Administrator
文本框
[ECC2011_O_04]



 

2  BASICS OF RELEASE TIME 
2.1  DMTL structure 

One of the most attractive MEMS phase shifters is 
DMTL which contains many periodically distributed 
(Fig.2(a)), an electrostatic force occurs between the 
bridge and the bottom electrode when the bias voltage is 
applied between them. 

  

(a)                       (b)  

 
(c)                       (d)  

Fig.1. Schematic of a typical unit in MEMS phase 
shifters in (a) vertical view; (b) front view (cut along 
A-A’ in (a)) and sectional view in (c) up and (d) down 
state. 

Then the bridge is bent until the cantilever abruptly 
falls to the bottom contact. The time that it takes from 
original height to the bottom contact is named as 
pull-in  time.  Fig.2  presents  a  schematic  diagram  of  
MEMS bridge state before actuation and after falling 
down, respectively. 
2.2  Release time 

Pull-in time depends on the applied voltage, the 
effective stiffness of the bridge and the gap between the 
bridge and bottom electrode. It can be calculated by finite 
element method (FEM) simulations [19] or nonlinear 
differential equation[20]. Release time is relative to the 
effective stiffness of the bridge, the gap between the 
bridge and bottom electrode and some other factors. The 
first part of Release time—opening time can be estimated 
by the principle of energy conservation [21]. The result 
should be discussed with and without considering the 
damping respectively. Ignoring the damping, the energy 
conservation principle is 

2 2 21 1 1
2 2 2

mx kd kx         (1)  

The velocity can be solved 

2 2kd kxx
m

          (2)  

The opening time can be gained from integrating 
/dt dx x from x=d to x=0 

0

02o d

dxt
x

           (3)  

Ignoring the inertial effects (m=0) and considering the 
damping ( 0), we have employed classical Newtonian 
mechanics to predict the opening time 

0mx x kx           (4)  

The solution is ( / )k tx de , then t= /k ln5. 
After the bridge reaches its normal height, it requires 

much more time for the bridge to stop vibrating, 
especially settle within 5% of its original height. In this 
paper, a novel approach in package is introduced to 
greatly reduce time consumption and increase MEMS 
phase shifters’ speed. 

3   DESIGN  

 
(a) 

 
(b) 

  
(c)                     (d)  

Fig.2. Schematic of  (a) traditional (left) and 
novel(right) package layer; (b) detail of the bulge on 
the cap layers; (c) a cap layer covering on MEMS 
bridge unit; (d) front view (cut along A-A’ in (c)). 

A novel bulge has been designed on the cap layer 
(top-most layer) of package. Package layer is common 
in MEMS devices (Fig.2(a)). Based on the existent cap 
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layer, a new layer with a bulge is designed in 
ANSYS10.0 (Fig.2(a)). Its detail is showed in Fig.2(b). 
The shape of the bulge is same as the bridge’s in order 
to enlarge their contact area at the bridge’s height 
(Fig.2(d)). In the release process, the bridge collides 
with the bulge and its vibration is impeded greatly; 
therefore release time drops.  

In this design, a SiO2 cap  layer  is  chosen  and  
thought to be etched with the bridge’s shape (Fig. 2(b)) 
on  the  inner  side  of  the  layer.  When  it  covers  on  the  
bridge unit (Fig. 2(b)), the cap layer (top-most layer) 
over a DMTL unit has a bulge nearly contacts with the 
up-state bridge (Fig.2(c)). After the bridge reaches to 
its normal height from the bottom and contact with the 
bulge, a collision happens with a damping effect (Fig. 
2(c)). 

4  SIMULATION 
4.1  Performance of traditional structure 

 
(a)                       (b)  

Fig.3.  Displacement of point  A’’ (see Fig.  1(a))  in (a) 
the release process and (b) detail of the time range 
from 995 s to 1010 s. 

 
Fig.4. Capacitance of the MEMS bridge unit in the 
release process 

ANSYS10.0—a commercial software, is used for 

simulating  the  release  time  of  MEMS  bridges.  We  
have simulated the release time of a DMTL’s bridge, 
which needs very short release time as well as pull-in 
time. In the simulation, the displacement of point 
A’’(see Fig. 1(a))—the center of the bridge—is 
illustrated in Fig.3. 

From Fig.3, the vibration of the bridge near its 
original height is intense after the applied voltage is 
removed. As shown in Fig.4, the capacitance of the 
MEMS bridge unit is fluctuant because of this 
vibration and this fluctuation is harmful in the 
operation of DMTL phase shifters. 
  Fig. 3 show the release time is approximate 670 s, 
while it takes the bridge only 4 s to reach its original 
height. That is to say, what is remarkable about release 
time of the DMTL is how greatly one can reduce the 
former one (670 s). Considered it’s caused by the 
vibration near the bridge’s normal height, a novel 
approach in package is introduced, as described in part 
3. With a bulge on the inner side of the cap layer, this 
kind of vibration in bridge’s release is restrained as 
Fig.2(d) shows. 
4.2  Performance of novel structure 

Measured the time when the bridge starts to stay 
within 5% of its normal height, the release time of 
DMTL unit with bulge cap layer is obtained (Fig.5). 
Compared with normal DMTL phase shifter (Fig.3(a)), 
the release time of the bridge reduces to only 358 s 
and save 312 s to settle. 

 
Fig.5. The displacement of point A’’ with block shield 
in the release process 
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5  MECHANICAL EQUIVALENT 
To explain the simulation results, we use a simple 

equivalent mechanical model composing of a discrete 
spring, mass and damper (Fig.6). This model treats the 
bridge as a single lumped mass with a spring, normal 
damper and a new damper that represents the influence 
of the bulge in package layer. The new damper is 
above the mass and suspended on the top clamp. The 
original height of the damper’s one end is equal to the 
normal height of the bridge. When the bridge moves 
above its original height, its movement is impeded. But 
if the bridge is below this height, the damper doesn’t 
work. The classical Newtonian mechanics can be used 
to predict this behavior under the bulge damping force. 
The model would accurately predict the dynamic 
behavior of the MEMS bridge with this new package 
structure. 

 

(a) 

 
(b) 

Fig.6. Equivalent mechanical model of the bridge with 
(a) rigid and (b) flexible block shield. 

Fig.6 shows that a rigid block shield is equivalent to 
a stationary surface (Fig.6(a)) and a flexible block 
shield is equivalent to a combination of a spring ke2 

and a damper c2 (Fig.6(b)). ke2 and  c2 are the 
equivalent elastic and damping coefficient of the novel 
structure, respectively. ke1 and  c1 are the equivalent 
elastic and damping coefficient of MEMS bridge. me is 
the equivalent mass of MEMS bridge . 

6  CONCLUSION 
In this paper, a novel approach in package is 

introduced in the design of DMTL units and improves 
the performance of DMTL phase shifters, especially its 
release time. With this bulge structure on the package 
layer, the release time of MEMS bridge approximately 
reduces by half. Future work will be centered on the 
establishment of its accurate mechanical model and 
researches of the lifetime’s improvement. 
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Abstract—Removing transient noise from returned signal is an 
important task for OTH radar signal processing. Compared with 
the traditional techniques, the adaptive Gaussian basis 
representation (AGR) based method does not require data 
interpolation and thereby enhances the transient interference 
excision performance. In this paper, we propose to employ 
adaptive Gaussian chirplet decomposition (AGC) to replace the 
AGR. The new approach inherits the advantage of the AGC 
based method where data interpolation is not required. Further, 
it is superior in handling nonlinear radar returns. This is a big 
advantage for OTH radar systems, where clutter component in 
the returned signal is usually nonlinear due to ionosphere 
contamination. The effectiveness of the propose method is 
verified using simulated and experimental results. 

Keywords-skywave over-the-horizon radar; transient noise 
excision; adaptive Gaussian chirplet decomposition;  

I.  INTRODUCTION 

Skywave over the horizon radar (OTHR) transmits signal via 
the ionosphere. OTHR works in HF band (3-30MHz). It can 
see over the horizon and detects targets over several thousand 
kilometers away [1]. As it transmits and receives return signal 
to and from the sky, it often encounters strong transient noise, 
whose time duration is very short compared with the radar 
coherent processing interval (CPI) [2]. Transient noise is 
broadband which may mask the moving target and thus 
degrade the detection performance of the radar. The ocean 
clutter is another main interference of the OTHR returned 
signal. Different from the transient noise, the clutter return is 
often narrow band with longer time duration. In order to 
improve the detection performance of the OTHR, it is 
necessary to get rid of the transient noise and clutter 
components from the received signals. Consider the case 

where transient noise excision is performed before the clutter 
elimination procedure. Since the subsequent clutter 
elimination depends heavily on the clutter characteristic, to 
guarantee the elimination performance, it is required not to 
distort the clutter components during the transient noise 
excision process.  

In this paper, we focus on the transient noise excision. 
Some algorithms have been proposed in the literature to excise 
the transient noise. The authors in [3] proposed to locate the 
transient noise after clutter suppression. Once the location 
determined, the transient noise can be removed and recovered 
using Burg’s linear prediction algorithm. In [4], the authors 
proposed to detect the transient noise using SVD technique. In 
[5-6], the transient noise was modeled using an impulse signal, 
while the clutter was modeled using a complex cosine 
component. In their algorithm, the transient noise was detected 
or excised in frequency domain.  

 Most of the algorithms proposed in literature need to use 
linear prediction technique to recover data segment corrupted 
by the transient noise. The performance of these algorithms 
will be degraded when the noise occupies long time interval. 
Recently, Guo et al [7] proposed an algorithm based on the 
linear adaptive Gaussian representation (AGR). The AGR has 
the advantage of no data interpolation is needed over the 
traditional methods. Here, we propose to employ the adaptive 
Gaussian chirplet (AGC) decomposition to replace the AGR 
based method. For the skywave OTHR, non-linear phase can 
be caused by the ionosphere. If the transient noise goes 
through the ionosphere, then it becomes the nonlinear chirp 
[8]. Comparing with the AGR based method, AGC with non-
linear phase not only inherits the advantage of AGR, it is more 
suitable to match the contaminated skywave OTHR return 

This work is supported by the National Science Foundation of China 
under Grant 11076006, 61032010, and 61102142, and by the Fundamental 
Research Funds for the Central Universities under Grant ZYGX2009J019. 
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signal and thus has better performance in excising the transient 
noise.   

This paper is organized as follows. Section Ⅱ introduces 
the signal model used in the paper, the excision algorithm 
based on the AGC decomposition is presented in section Ⅲ. In 
section Ⅳ, the simulation results will be presented to verify the 
effectiveness of the algorithm. And section Ⅴconcludes the 
paper. 

II. SIGNAL MODEL 

The return signal of the OTHR can be expressed as: 

 ( ) ( ) ( ) ( ) ( )r t c t i t s t v t    

where ( )c t  is the clutter component, ( )i t is the transient noise, 

( )s t  is the target return, and ( )v t   is the complex Gaussian 

noise. 
    Experimental result has shown that when the ocean surface 
is illuminated by HF electromagnetic waves, two Bragg 
components center at the transmitted frequency can be 
received and the clutter can be modeled as [9] 


2 2

( ) b b
j f t j f t

I Q
c t A e A e

 

 


where 
b

f  is the Bragg frequency, 
I

A  and 
Q

A  contain the 

magnitude and initial phase of the two components, 
respectively. For skywave radars, as the signal is transmitted 
through the ionosphere, the phase in (2) is often non-linear due 
to the ionosphere contamination [10]. 
     The transient noise in (1) may include the lighting and/or 
the echo of meteor trail. These two types of transient noise are 
typically 20-40 dB stronger than the internal noise of the 
receivers which significantly degrades the target detection 
performance of the OTHR. 
   The target return ( )s t  in (1) is usually modeled as a Doppler 

component with a frequency determined by the target velocity 
and the radar working frequency.  

III. PROPOSED ALGORITHM 

A. AGC Decomposition 

In AGC decomposition, a signal is decomposed using a 
series of AGC functions. The k th  function is characterized 

by four parameters: variance
2

k
 , time center

k
t , frequency 

shift
k

w , and the frequency modulation factor
k

 . The AGC 

base function can be expressed as [11]:   
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Figure 1.  The projection factor of AGC decomposition(simulated data) 
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k k k k
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For signal ( )x t , the four parameters of which are determined 

by maximizing the following projection energy 



( ), ( )
max

( ), ( )

k

k k

x t g t

g t g t

 

 


The base function ( )
k

g t  which maximizes the equation will be 

used to decompose the signal. Note that the calculation in (4) 
is a four dimensional search, the genetic algorithm is 
introduced for the computation and find the optimal solution 
of the parameters. 

B. Transient noise excision 

Using the AGC decomposition, the signal ( )x t  can be 

approximated by the sum of a series of AGC base functions. 
Each base function is characterized by the previously 
mentioned four parameters. From (3) it can be seen that a 

smaller 
2

k
  implies a shorter pulse, and vice versa. In the 

signal model of the OTHR return in (1), the transient noise can 
be modeled using a short pulse, while the ocean clutter can be 
modeled using a longer pulse. After the AGC decomposition, 
the transient noise can be excised simply by subtracting the 

terms with relatively small
2

k
 .  

   The procedure of the excision algorithm based on AGC 
decomposition is shown in Figure 1. The return signal is firstly 
range demodulated (pulse compression), and the range-
Doppler data is derived. Then the return signal of each range 
cell is decomposed using the AGC algorithm, which is 
described as follows: 
Initialize: For the return signal ( )r t  as per (1), let 1k  , 

( ) ( )
k

x t r t . 

(a) In Eq. (4), compute the four parameters
k

 ,
k

t ,
k

w ,
k

  

for ( )
k

x t . Genetic algorithm is used to find the optimal 

solution. The bounds of the four parameters are determined 

as
k

  [1 / , / 4]
s c

F T , where 
s

F  is the sampling rate, 
c

T  is the 

coherent integration time,
k

t  [1 / , -1 / ]
s c s

F T F , 

k
w  [ , ]

s s
F F  , and 

k
 

max max
[ / 100, / 100]

d s d s
f F f F ,

maxd
f  is 

the largest frequency shift of each AGC base function, the 
value of which  depends on how the ocean clutter is distorted 
by the ionosphere.  

46



(b) Let
1
( ) ( ) ( )

k k k k
x t x t A g t


  , where projection factor 

( ), ( ) / ( ), ( )
k k k k k

A x t g t g t g t     

(c) If the residual energy of
1
( )

k
x t


,

2

1 1 1
( ) ( ), ( )

k k k
x t x t x t

  
   

is small enough, go to (d), otherwise, let 1k k   and go to 

(a). The threshold used is
2

( ) / 500r t . 

(d) Let K k , and check the 
k

  of each AGC function. Those 

functions with small 
k

  are regarded as transient noise and 

subtracted from the radar return. The threshold for 
k

  

is
max

/ 10 , where 
max

  is
1 2

max{ , , ..., }
K

   .  

C. Transient noise detection 

As it can be seen, the excision algorithm based on AGC 
decomposition can only announce the existence of the 
transient noise after the return signal is fully decomposed. And 
thus the excision procedure can be triggered. This is not 
effective as the transient noise may only exist in several range 
cells, only return signal in these cells need to be processed.  

Differential operator is a good arithmetic for detecting sharp 
transients [12]. In this paper, it is used to detect the transient 
noise in the return signal. If noise is detected by the 
differential operator, then return signal in this range cell will 
be processed further via AGC decomposition, otherwise, it 
will go on to process the next cell. For a discrete signal [ ]r n , 

the output of the differential operator is 

 [ ] [ ] [ 1]d n r n r n   

   For the clutter signal, as it is modeled as low frequency 
Doppler components, it is smooth in time domain. The output 
of the differential operator will be small. For the transient 
noise, in time domain, it is a sharp pulse; the output will also 
be sharp. With this property, the transient noise can be 
detected easily by comparing the output with a given threshold. 
If the output is larger than the threshold, a transient noise is 
announced, otherwise not. This step can be done before AGC 
decomposition. As the computation cost for the differential 
operator is very small comparing with the AGC 
decomposition, this procedure can dramatically decrease the 
computation time for transient noise excision. 

IV. SIMULATION RESULTS 

In this section, the simulation results will be presented to 
show the performance of the proposed transient noise excision 
algorithm. The result is compared with the already proposed 
AGR algorithm. 

A. Result of simulated data 

The simulation parameters are: working frequency is 15.8 
MHz, the clutter is contaminated by a multiplicative 
noise cos(2 * 0.4 )t , PRF is 40Hz, CNR is 45dB, and 256 

samples are processed in one CPI. The magnitudes of the 
Bragg components are 7 and 8, respectively. Two transient  
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Figure 2.  The output of the differntial operator(simulated data) 
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Figure 3.   The projection factor of AGC decomposition(simulated data) 
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Figure 4.  The spectrum before and after noise excision(simulated data) 

noise, 3.4

400 ( 1.25) exp( 2 ( 20 ))w t j t t   , 
3.7

400 ( 2.5) exp( 2 ( 3 20 ))w t j t t   are embedded.  

Figures 2-4 show the processing result using the simulated 

data. Following the algorithm described in section Ⅲ, the 
returned signal is firstly processed by the differential operator. 
If transient noise detected, then the signal will be processed by 
the AGC decomposition. 

  Figure 2 shows the result output of the differential operator, 
the output of the simulated return signal is plotted using solid 
line while the threshold used to detect the transient noise is 
plotted using dashed line. From the result, the transient noise 
can be detected, and the result matches with the embedded 
transient noise positions.  

47



0 50 100 150 200 250 300
0

0.5

1

1.5

2

2.5

3
x 10

5

Time samples

M
a
g
n
it
ud

e

output of the differential operator 

transient noise

 

Figure 5.  The output of the differntial operator(raw data) 

As the transient noise is detected by the differential operator, 
the returned signal is further processed by the AGC algorithm. 
Figure 3 shows the projection factor of the AGC 
decomposition. For the AGC decomposition, 47 functions are 
used, while 52 functions are used by the AGR algorithm.  

After the AGC decomposition, the functions with small 
variance are regarded as transient noise and subtracted from 
the original return signal. Figure 4 shows the spectrum before 
and after noise excision. The spectrum gain of AGC is 21.6 dB, 
and it is 20.88 dB for the AGR algorithm.   

B. Result of real data 

Figures 5-7 show the processing result of the real raw data. 
The data was captured in China using an experimental 
skywave OTH radar operating at 15.813 MHz, whose PRF is 
47.6Hz and 256 samples are processed in one CPI.  

Figure 5 shows the output of the differential operator. From 
the result, after the processing of the operator, two sharp 
pulses can be detected by comparing with the threshold which 
is plotted in dashed line. The result in the figure matches well 
with the real transient noise positions in the radar return signal. 

Figure 6 shows the projection factor calculated by the 
algorithm. From the figure, the projection factor converges 
along with the decomposition when more AGC functions are 
used for the decomposition. It also shows that 102 functions 
are used, while for the AGR based algorithm, 104 functions 
are used. 

Figure 7 shows the return spectrum before and after 
transient noise excision. By calculation, the spectrum gain of 
AGC is 8.9 dB, while for AGR based algorithm, the gain is 
7.4 dB.  

Both the results show that AGC based method is superior to 
the AGR when the returned signal is contaminated by the 
ionosphere. The reason is that when the radar return signal is 
contaminated by the ionosphere, the ocean clutter will have 
nonlinear phase and the transient noise becomes nonlinear 
chirp modulated. AGC base function with nonlinear phase can 
better match the return signal thus has better performance in 
excising the noise. 
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Figure 6.  The projection factor of AGC decomposition(raw data) 

-25 -20 -15 -10 -5 0 5 10 15 20 25
70

80

90

100

110

120

130

140

150
Spectrum of the return signal before and after noise excision

Doppler/Hz

S
p
ec

tr
u
m

/d
B

 

 

before excision

AGR excision

AGC excision

before excision

AGR

AGC

 

Figure 7.  The spectrum before and after noise excision(raw data) 

V. CONCLUSION 

A transient noise excision algorithm based on the AGC 
decomposition was proposed in this paper. When the returned 
signal contaminated by the ionosphere contains nonlinear 
phase components, the AGC based method can better match 
the radar return and has better performance in excising the 
transient noise, compared with the old AGR based method. 
Genetic algorithm was employed to find the optimal 
parameters of the AGC functions. Simulations were carried 
out using real experimental skywave OTHR raw data and 
simulated data, which verified the effectiveness of the 
proposed method. 

REFERENCE 

[1] J. Headrick, HF over-the-horizon radar, in: Radar Handbook, 2nd ed., 
Merrill I. Skolnik, Ed.  McGraw-Hill [M], 1990. 

[2]  T. Liu，Y. Gong, et al, OTHR impulsive interference suppression in 
strong clutter background，IEICE Trans．vol.E92-A, no.11，2009, pp. 
2866-2873. 

[3] M.D Xing, Z. Bao, Y. Qiang , Transient interference excision in OTHR, 
Acta Electronica Sinica, vol. 30, no. 6, 2002,  pp.823–826. 

[4]  X.X. Chen, Y.H. Huang, A SVD-Based approach of suppressing 
transient interference in high-frequency Radar，Journal of Electronics 
and Information Technology[J]，vol.27，no.12, 2005, pp.1879-1882. 

[5]  T. Liu，J. Wang, OTHR impulsive interference detection based on AR 
model in phase domain，WSEAS Trans．on Signal Processing [J]，
vol.5, no.4, 2009, pp.147-156. 

48



[6]  T. Liu, X.X. Chen, J. Wang, Y.H. Gong, Subspace impulsive 
interference suppression in OTHR, Progress In Electromagnetics 
Research C [J], 2009, vol.7, pp.167-181. 

[7]  X. Guo, H. Sun, T. Yeo, Transient interference excision in over-the-
horizon radar using adaptive time-frequency analysis, IEEE Trans. on 
Geoscience and Remote Sensing, vol. 43, no. 4, 2005, pp: 722–735. 

[8]  National Instruments, Signal Processing Toolset User Manual, chapter 3, 
2001,  pp. 1-5. 

[9] R. Khan, Ocean-clutter model for high-frequency Radar, IEEE Journal 
of Oceanic Engineering, vol.16, no.2, 1991, pp.181-188. 

[10] K. Lu, X.Z. Liu, Y.T. Liu, Ionospheric decontamination and sea clutter 
suppression for HF skywave radars, IEEE Journal of Oceanic 
Engineering [J], vol. 30, no. 2, 2005, pp.455-462,  

[11]  Q. Yin, S. Qian, et al, A fast refinement for adaptive Gaussian chirplet 
decomposition, IEEE Trans. On Signal Processing, vol.50, no. 6, June 
2002, pp.1298-1306. 

[12] J. Qian, J.S. Barlow, M.P. Michael,  A simplified arithmetic detector for 
EEG sharp transients-prilimrary results, IEEE Trans. on Biomedical 
Engineering, vol.35, no. 1, 1988, pp.11-18. 

 

49



 

50



Active-Gm-RC Bandpass Filter with 60MHz Center Frequency 
and a Combined Analog-Digital Tuning System 

Jingbo Shi, Takayuki Konishi, Shoichi Masui 

Tohoku University, Sendai, Miyagi, 980-8577, Japan  
Email: jbshi@riec.tohoku.ac.jp  

 
Abstract  —  An active-Gm-RC bandpass filter (BPF) with a 

combined analog-digital tuning system is presented. The 
active-Gm-RC BPF biquad features a positive feedback 
capacitor to enhance the quality factor, and its required 
number of OTA per filter-order becomes 0.5. A design 
example for the application to an on-chip equivalent SAW 
filter with 60MHz center frequency and 8MHz bandwidth is 
presented. The proposed tuning system can be enabled with a 
configurable active-Gm-RC BPF/LPF. Behavioral simulations 
present the proper tuning for the process variation of ±20% 
in resistors and capacitances, the power can be reduced by a 
factor of 18.8 over the active-RC BPF. 

Index Terms  —  Active-Gm-RC, bandpass filter, lower 
power design, digital tuning, wireless receiver. 

I. INTRODUCTION 

With a rapid development of modern communication 
systems, demands for wireless transceiver have been 
imposing researches on low-power multiband/multimode 
highly-integrated CMOS-based ICs with reduced bill of 
material (BOM). The commonly targeted architectures for 
the receiver part of multiband/multimode transceivers are 
a SAW(Surface Acoustic Wave)-less zero IF and low-IF; 
then, various approaches to minimize the blocker 
sensitivity and noise figure degradation have been 
proposed for the applications of cellular and digital TVs. 
Further challenges to BOM and investigate new receiver 
architectures have been made by integrating an on-chip 
equivalent SAW filter by active-RC bandapss filter (BPF) 
[1]. The approach has been published as a 5th-order BPF 
with 60MHz center frequency and 8MHz bandwidth to 
cover the standard IF band (44MHz) operation of a 
conventional SAW filter; however, the obtained power 
consumption increases up to 23.5mW since the number of 
used operational transconductance amplifiers (OTAs) is 2 
per filter-order (10 for 5th-order BPF), and the associated 
OTA unity gain frequency becomes 3GHz. This paper 
proposes an active-Gm-RC BPF to the equivalent SAW 
filter application with 60MHz center frequency and 8MHz 
bandwidth. The resulting power consumption can be 
reduced to 3mW in actual implementation. 

In the integrated filter design, the active-RC and Gm-C 
architectures are commonly used as IF and channel 
selection filters with the cut-off frequency of several MHz 
or below in wireless receivers. The application of the 
active-RC filter to the equivalent SAW-filter is not 
considered as appropriate from the standpoint of the 

power consumption. Instead, Gm-C architecture enables 
lower power and noise as a result of a simple 
transconductor topology [2]; while its linearity 
characteristics are inferior to the active-RC filters. 

The adopted active-Gm-RC architecture can merge the 
advantages from the conventional active-RC and Gm-C 
filters [3][4]. By taking those advantages of the active-Gm-
RC architecture, this paper explores an optimized active-
Gm-RC BPF and proposes a combined analog-digital 
tuning system. 

II. II. ACTIVE- Gm-RC BPF  BIQUAD DESIGN 

We propose an optimized active-Gm-RC BPF biquad as 
shown in Fig. 1. A typical transfer function of a general 
BPF biquad, HBPFb(s), is given by 
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where Abiq, qbiq, and ωc,biq are gain at center frequency, 
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Fig. 1. Proposed active-Gm-RC BPF biquad. 
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From the above equations, it is clarified that the quality 

factor qbiqp is enhanced according to the increase of C2, 
and all transfer function parameters can be individually 
optimized since Abiqp and ωc,biqp are independent of C3 and 
R1, respectively. Abiqp and qbiqp become process 
independent with a Gm adjusting circuit as is described in 
[3][4]; while circuit parameters related to ωc,biqp are 
optimized with the ωc and BW tuning scheme. 

III. 4TH-ORDER  ACTIVE- GM-RC BPF DESIGN 

As in the case of typical filter design, a higher-order 
active-Gm-RC BPF can be implemented with a series 
connection of biquads. In this subsection, we illustrate the 
design of higher-order active-Gm-RC BPFs with an 
example of a 4th-order BPF composed of the cascaded 
biquad structure as shown in Fig. 2. The transfer function 
of the total 4th-order BPF, H(s)BPFtot, is given by 
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where HBPFbq1(s) and HBPFbq2(s) are transfer functions of 
the proposed 1st-stage and 2nd-stage active-Gm-RC BPF 
biquad, respectively, and associated parameters, Abiqpj, 
qbiqpj, and ωc,biqpj, are identical to those of the proposed 
biquad represented from (2) to (4) where j indicates a 
stage number in the biquad chain.  

The total gain at center frequency Atot, bandwidth BW, 
and the center frequency ωc of the 4th-order BPF are 
consequently given by 
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where qc in (6) is the common quality factor set equal to 
qbiqp1 and qbiqp2. The quality factor of the entire BPF, Q0, 
corresponds to ωc/BW, and the relationship between qc and 
Q0 can be obtained from the lowpass-to-bandpass 
transformation in filter design theory [5], and is given by 
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where a and b are normalized coefficients of a prototype 
LPF, and its transfer function is represented as 
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For the Butterwoth approximation, a and b are set to 
1.41 and 1, respectively. From the equation (6), it is 
clarified that the total gain at center frequency Atot is not a 

TABLE I 
 Summary of target specification, parameters 

Target Specification 
Atot 1.0 
ωc [Mrad/sec] 377 (60MHz) 
BW [Mrad/sec] 50.3 (8MHz) 
qc 10.6 
Transfer Function Parameters 1st-Stage 2nd-Stage 
Abiqj 1.42 1.42 
qbiqj 10.6 10.6 
ωc,biqj [Mrad/sec] 359  395  

Circuit Parameters 1st-Stage 2nd-Stage 

R1 [kΩ] 2.1  2.1  
R2 [kΩ] 2.5  2.5  
C1 [pF] 0.15  0.13  
C2 [pF] 1.06  1.06  
C3 [pF] 1.21  0.66  

 

 
Fig. 2. Block diagram of a 4th-order active gm-RC BPF. 
 

 
Fig. 3. Entire block diagram of the proposed 4-order ative-
gm-RC BPF with automatic analog/digital tuning circuit. 
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simple product of Abiqp1 and Abiqp2, but is a function of qc, 
BW, and ωc.  

In consequence of the described analyses, the design 
flow of 4th-order active-Gm-RC BPF is proposed as is 
presented in Fig. 3. The target specification of the on-chip 
equivalent SAW filter application as well as biquad 
transfer function and circuit parameters derived from the 
proposed design flow are summarized in Table 1. 

IV. COMBINED ANALOG-DIGITAL TUNING SYSTEM 

The entire block diagram of the proposed 4th-order 
active-Gm-RC BPF featuring a combined analog-digital 
tuning circuits is shown in Fig. 4. The filter core consists 
of two configurable BPF/LPF biquads in order to alternate 
modes for filter or tuning operation, and the tuning of 4th-
order BPF characteristics, represented with Atot, ωc, and 
BW, can be achieved through the tuning of biquad transfer 
function parameters indicated from (6) to (8). The analog 
tuning block is a Gm adjusting circuit shared by each 
biquad. This circuit acts based on the constant-Gm biasing 
technique, and eliminates the process dependence of Abiqj 
and qbiqpi as is illustrated in [3][4].  

With the use of Gm adjusting circuit, the transfer 
function of OTA becomes  

 LbgL

mu
CRsksC

G
s

)s(A 1
==

ω
≈  (12) 

The process variation of filter characteristics can be 
evaluated by replacing the resistor Ri and capacitor Ci in 
the biquad transfer function parameters with sheet 
resistance, Rs, unit capacitance, Cu, and an associated 
geometric factors, αi and βi. The most significant feature 
introduced by the Gm adjusting circuit is that ωuR2C2 
commonly used in (2) and (3) becomes independent from 
PVT variations, that is represented with 
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As a result, transfer function parameters of the proposed 
active-Gm-RC BPF biquad, Abiqp and qbiqp, are given by 
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From these equations it is concluded that biquad transfer 
function parameters, Abiqp and qbiqp, are functions of 
process independent geometric ratio, and have immunity 
to PVT variations thanks to the Gm adjusting circuit. 

The tuning parameters related to ωc and BW are ωc,biq1 
and ωc,biq2, that are sequentially tuned with the digital-
based tuning circuits organized with a configurable  
active-Gm-RC BPF/LPF biquad and the associated 
frequency detection circuit as shown in Fig. 4. The output 
frequency of the LPF-based oscillator is ideally defined as 
the equivalent frequency that the phase shift of the LPF 
becomes 180˚ in its frequency response. From the analysis 
of the LPF transfer function, the phase shift of two 
identical  biquads ∆θ is obtained as 

 
Fig. 4. Entire block diagram of the proposed 4-order ative-
gm-RC BPF with automatic analog/digital tuning circuit. 
 

 
Fig. 6. Flowchart of  ωc and BW Tuning. 
 

 
Fig. 5. Proposed configurable active-Gm-RC BPF/LPF biquad. 
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where qLPF and ωLPF are quality factor and pole frequency 
of the configured active-Gm-RC LPF. This equation 
indicates that the oscillation occurs at the LPF pole 
frequency ωLPF with no regard to the quality factor qLPF. 

The resulted schematic diagram of the configurable 
active-Gm-RC BPF/LPF biquad is presented in Fig. 5 with 
an equivalent single-ended form expression. With the 
LPF-based oscillator, ωc,biqj is tuned within a specified 
error according to the flowchart shown in Fig. 6. 

The target specification of the on-chip equivalent SAW 
filter application as well as biquad transfer function and 
circuit parameters derived from the proposed design flow 
are summarized in Table I. The values of ωc,biqpj needs to 
be slightly modified by taking account of lowpass-to-
bandpass transformation[5]. 

In the tuning mode, the capacitor network is first set to 
the midpoint value to minimize the tuning time. After the 
configuration from the active-Gm-RC BPF to LPF is 
completed, the pulse counter starts to measure the 
oscillation frequency. If the counted pulse number Nc is 
smaller than Nminj, the capacitor value is decreased to 
increase the oscillation frequency; on the other hand, if the 
Nc is larger than Nmaxj, the capacitor value is increased in 
the same manner. The digital block shown in Fig. 3 is 
fairly simple, the number of logic gates necessary for the 

counter, arithmetic comparator, and control block is less 
than 1000 [6]. 

V. SIMULATION RESULT 

Behavior level simulation results on the frequency 
response of the 4th-order active-Gm-RC BPF are presented 
Fig. 7, where in both plots the ideal response without 
process variation is presented as a reference. Fig. 7 (a) 
presents responses before and after tuning for the case of 
+20% process variation in both resistors and capacitors; 
while Fig. 7 (b) presents the case for -20% process 
variation. Since the difference between the reference and 
after tuning result, caused by the capacitor only tuning, is 
negligible, we can conclude that unacceptable response 
before tuning can be properly calibrated to the reference 
response. 

Estimated power consumptions with regard to input 
referred noise voltage are compared between active-RC 
and active-Gm-RC BPF biquads. The active-RC BPF 
biquad consumes 23.5mW with the OTA unity-gain 
frequency of around 2π*3GHz and the equivalent input 
referred noise of 450μV [1]. For the active-Gm- RC BPF 
biquad, power consumption is derived as 3.0mW with 
120MHz unity-gain bandwidth and 120μV input referred 
noise as is described in the accompanied implementation 
paper. The resulted power reduction factor in active-Gm-
RC over active-RC BPF biquad for the equivalent input 
referred noise condition is calculated as 18.8. 
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Abstract—In this paper, we propose a dimension reduction based 
direction of arrival (DOA) estimation approach using an array of 
spatially distributed electric and magnetic component sensors, 
and the array comprises sensors that are uncalibrated with each 
other. The proposed method is compared with relevant Cramer 
Rao bound (CRB) and its computational complexity is analyzed. 
It is shown that the dimension reduction based DOA method can 
reduce the computational loads significantly, and enhance 
estimation accuracy for low signal noise ratio (SNR) condition. 
Computer simulations are conducted to illustrate the effectivity 
of the proposed estimators. 

Keywords-Direction of arrival estimation; Distributed 
Electromagnetic Component Sensor Array; Dimension reduction 

I.  INTRODUCTION  
Most existing direction of arrival (DOA) estimation 

methods employ scalar sensor arrays in which the output of 
each sensor is a scalar corresponding to, for example, the 
pressure in the acoustic case or a scalar function of the electric 
filed in the electromagnetic case. Whereas the main advantage 
of the vector sensor array is that it makes use of all available 
electromagnetic information and should outperform the scalar 
sensor arrays in accuracy of DOA estimation. So the problem 
of estimating electromagnetic wave parameters using antenna 
arrays with diversely polarized elements is important in many 
applications. In addition to DOA [1], using the polarization 
information enables to improve the performance of active 
sensing systems such as radar [2-3] and increases the capacity 
of communication systems. In radar, polarimetric scattering 
information is useful for discriminating the targets' features 
such as geometrical structure, shape, orientation and so on. 
Besides, distributed electromagnetic component sensor array 
(DEMCA)’s structure enables it to have many advantages [14]. 
And we know the calibration of the whole array may be poor 
due to completely unknown or imprecisely known inter-sensor 
displacements, imperfect time synchronization of different 
sensors, unknown channel mismatches between some sensors 
that are located far away from each other, or a combination of 
the above mentioned effects. So the problem of DOA 
estimation using uncalibrated sensor array is important in 
practical applications. 

The conventional subspace algorithm such as multiple 
signal classification (MUSIC) cannot be used in the above 
mentioned situations as they are very sensitive even to very 
small array manifold model errors [4]. Normally, full offline 
calibration of the whole array is an existing solution to the 
above mentioned problem, which maybe an extremely 
complicated task [5]. Several self-calibration of solutions have 
been also proposed to enable joint calibration of the array and 
estimation of the source DOAs [6–10], but their computational 
complexity are very high, and performance will be severely 
degenerated in the condition of large sensor position errors 
[10]. The authors [11, 12] proposed a rank reduction estimator 
(RARE) method, and Chong-Meng Samson See and Arye 
Nehorai extend the application of RARE from a scalar sensor 
array to DEMCA [13], whereas it suffers high computation 
complexity. 

In this paper, we propose a dimension reduction based 
subspace approach to obtain better estimation performance of 
multiple sources using an uncalibrated DEMCA. Spectral cost 
function is addressed using subspace orthogonal firstly. Then 
we introduce a simplified 2-dimension spectral cost function 
by combining multidimensional parameter, which reduces the 
computational loads significantly without degenerating 
performance. In addition, to verify the performance of our 
proposed method, Cramer Rao bound (CRB) is computed and 
compared with ours. Simulation results illustrate the validity 
of the proposed method finally. 

The paper is organized as follows. In Section II, the 
measurement model of the DEMCA is introduced. Section III 
presents our proposed method. Then, computer simulations are 
conducted, and the results are given in Section IV. Finally, 
Section V gives some concluding remarks for the proposed 
method. 

II. MEASUREMNET MODEL 
The measurement model of a compact 6-dimension 

electromagnetic vector sensor (EMVS) is given by [1], 

               3( ) ( )
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The vector 1 2 3[u ,u ,u ] = [cos cos ,sin cos ,sin ]Tθ φ θ φ φ=u   
indicates the unit direction vector from sensor to source, the 
matrix V  is given by 
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the wave polarization is defined by  
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whereθ , φ , α  and β  are the azimuth, elevation, polarized 
ellipse’s orientation and eccentricity angle respectively. 

Assuming that the signal sources are narrowband, the 
measurement model of the DEMCA in multiple sources 
environment becomes [14] 
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where ( ) ( ) ( )( , , , )k k k k kθ φ α β=θ  denotes the direction and 
polarization parameters of the -thk  source signal. ( , )θ φΓ  is 
an N N×  ( N  is the number of component sensors) diagonal 
matrix whose -thn  diagonal entry is given by 
[ ] 2 /( , )

T
nj

nn
e π λθ φ = uqΓ , for 1,...,n N= . This matrix provides 

the phase shift between the vector sensor centre and position 
nq  of the -thn  element of the vector sensor. Ω  is an 6N ×  

selection matrix with elements of 1 or 0 to pick out a choice 
from 6 components of the electromagnetic vector sensor. For 
example, 6= IΩ  when DEMCA is placed as shown in Fig. 1.  

Unlike the compact EMVS, DEMCA generalizes the 
vector sensor array and allows the differential delay 
measurements resulting from diverse placement of the 
component sensors and electromagnetic field measurements to 
be jointly exploited in estimating the source parameters. Given 
both the complete electromagnetic and spatial information, 
better parameter estimation with a smaller aperture array can  

 

Fig.1. Distributed electromagnetic component sensor array. 

be expected over a wide frequency range as compared to 
either a vector sensor or a scalar array. 

In the following, the operators ( ) ,  ( )H T⋅ ⋅  and E{}⋅  denote 
the Hermitian transpose, transpose, and statistical expectation 
respectively. The symbol 1 2diag{ , }z z  represents a diagonal 
matrix with diagonal entries 1 2,  z z . 

Considering the array error, we can model array snapshot 
compactly in matrix form with ( )Fa θ ,  

                ( ) ( ) ( ) ( ),   1,...,t t t t T= + =Y A s eΘ ,             (8) 

where (1) (2) ( )( ) [ ( ), ( ),..., ( )]K
F F FΘ =A a a aθ θ θ , ( )( )i

F =a θ  

( )( )iCa θ ( 1,..., )i K= , diagonal matrix 1,1 2,2= diag( , ,C C C  

3,3 4,4 5,5 6,6, , , )C C C C , which contains all types of error 
information, (1) (2) ( )[ , ,..., ]K= θ θ θΘ , 1 2( ) [ ( ), ( ),...,t s t s t=s . 

( )]T
Ks t . 

With ( )tY , the sample estimate of the array covariance 
matrix 
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st t σ= Θ Θ +Y Y A AR R I          (9) 

is given by 

                              
1

1ˆ ( ) ( )
T

H

t

= t t
T =
∑Y YR .                        (10) 

where E{s( )s ( )}H
s t tR  is the source covariance matrix, 2σ  

is the identical variance in each sensor.  

When 6K < , the eigen-decomposition of the matrices (9) 
and (10) can be expressed in the form 

                         H H
s s s N N N= +R E E E EΛ Λ ,                (11) 

                         ˆ ˆ ˆ ˆ ˆ ˆ ˆH H
s s s N N N= +R E E E EΛ Λ .                (12) 

where the K K×  diagonal matrices sΛ  and ˆ
sΛ  contain the K  

signal subspace eigenvalues of R and R̂  respectively, and the 

56



(6 ) (6 )K K− × −  diagonal matrices NΛ  and ˆ
NΛ  contain the 

6 K−  noise subspace eigenvalues of R and R̂  respectively. In 
turn, sE  and ˆ

sE  are 6 K×  matrices whose columns are the 
signal subspace eigenvectors corresponding to the K  largest 
eigenvalues of R and R̂  respectively, while NE  and ˆ

NE  are 
6 (6 )K× −  matrices whose columns are the noise subspace 
eigenvectors corresponding to the 6 K−  smallest eigenvalues 
of R and R̂  respectively. 

III. DIRECTION OF ARRIVE ESTIMATION 
Now we consider the well known spectral MUSIC 

algorithm which estimates the signal DOAs from the K  
highest peaks of the following function [15] 

        1( , ) ˆ ˆ( , ) ( , )H H
F N N F

f
E E

=C
a C a C

θ
θ θ

.                  (13) 

In the idea case of exactly known R , the DOAs can be 
found from the equation 

                   ˆ ˆ( , ) ( , ) 0H H
F N N FE E =a C a Cθ θ .                   (14) 

To find the K  highest peaks of (13), we have to use an 
exhaustive multidimensional search with respect to 

,  ,  θ φ α and β , which becomes totally impractical. To 
overcome this problem, we can rewrite the equation (13) as 

2 2

2

6

polarization and 
error information

6 6

polarization and polarization and 
error information er

1

( ) ( )

1

( , ) ( )

1

( ) ( , ) ( , ) ( )

( , )
H H
F N N F

H
N

H

H H
N N

f

θ φ

θ φ θ φ

1
= =

=

=
⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

a a

b w

w b b w

h

1

1 1

 

 

θ E E θ

E CF

CF E E CF

θ

Q

Q Q

ror information

1

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

= Hg C g
             

                                                                                      (15) 

where 1,1 6,62 12

1,1 6,6

0 0 0
0 0 0

× ⎡ ⎤
= ⎢ ⎥
⎣ ⎦

C C
C C

C , block 

diagonal matrix  

1,1

2,1

12 6

1,1

2,1

( ( )) 0 0
( ( )) 0 0

0 0
( )

0 0
0 0 ( ( ))
0 0 ( ( ))

∈ ×

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

w
w

w

w
w

F
F

F

F
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Q

Q
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, and 

6 [1,1,1,1,1,1]T=1 , 6( )= w 1g CF Q  and ( , )H H
N Nθ φ= b E EΨ  

( , )θ φb . (15) obviously shows that the polarization 
information and error information is contained in vector 
parameter g  only, so the matrix Ψ  is independent of 
polarization and error information. Besides, the sample matrix 
ˆ ˆ ˆ( , ) ( , )H H

N Nθ φ θ φb bΨ = E E  is used instead of Ψ  in practice. 
Therefore, the signal DOAs can be found from the K  highest 
peaks of the following spectral function: 

                            1
min

1
ˆ{ }

( , )f
λ

=C
Ψ

θ ,                    (16) 

where min{}λ ⋅  is the operator that returns the smallest 
eigenvalue of a Hermitian matrix. 

We still can analysis this problem in aspect of reduction of 
rank [12], the determinant of Ψ̂  as well as its smallest 
eigenvalue will tend to have a minimum when θ  coincides 
with one of the signal directions 1{ }K

l k=θ . Therefore another 
alternative spectral function can be used 

                             2
1

ˆdet{ }
( , )f =C

Ψ
θ .                     (17) 

Besides, due to space limited for this article, the uniqueness 
of the signal DOA estimates obtained from the reduction 
criterion (16) in the case T →∞  and the CRB derivation 
expression will be omitted. 

IV. SIMULATION RESULTS AND DISCUSSIONS 
In this section, we present experimental results for our 

proposed scheme using an uncalibrated DEMCA. First we 
show our simulation results by plotting spatial spectra of 
signal sources, and then we compare the performance obtained 
by our approach with relevant CRB under different signal 
noise ratio (SNR). Throughout our simulations, we assume the 
signal sources impinging on an uncalibrated DEMCA, as 
shown Fig. 1, is made of x , y  and z  electric and magnetic 
component sensors arranged as a uniformly spaced circular 
array of half wavelength inter-sensor spacing. And 100T =  
independent snapshots are used to estimate the array 
covariance matrix in each simulation example. For simplicity, 
we assume that all signal sources are of equal power 2

Sσ , and 
input SNR is defined as 10 2 2

10log ( / )S nσ σ . 

In the first simulation, we suppose two uncorrelated 
sources impinging on the uncalibrated DEMCA from the 
DOAs (1) [20 ,40 ,45 , 5 ]= −Θ  and (2) [50 , 30 ,60 ,= −Θ  

60 ]− , the array error matrix = diag(1.05 + j*0.05,1.02C  
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Fig. 3. RMSE of the DOA estimates versus input SNR. 

Fig. 2. Normalized beampattern using our proposed approach (16).

+j*0.01,1.02 + j*0.05,1.02 + j*0.03,0.98,1.01+ j*0.03) , and 
the SNR is fixed at 30dB. Our proposed method determines 
the DOA accurately as indicted by the contour plot in Fig. 2, 
and reduces the computational complexity without considering 
polarization parameters.  

To compare the performance obtained by our approach 
with CRB under different SNR, we define the root mean 
square error (RMSE) of the DOA estimates from 100 Monte 
Carlo trials as 

100
2 2

1 1

ˆ ˆRMSE (( ( ) ) ( ( ) ) ) (100 )
sN

k k k k s
n k

n n Nθ θ φ φ
= =

= − + −∑∑ . (18) 

where ˆ ( )k nθ , ˆ ( )k nφ  are the estimation of kθ  and kφ  for the 
n th Monte Carlo trial respectively , and sN  is the number of 
all the signals. In the second simulation, we consider the same 
situation as that mentioned in the first simulation, and the 
results are averaged over 100 Monte Carlo simulations. Fig. 3 
shows the RMSE of the DOA estimates versus input SNR. 
From the simulation results, it is clear that the RMSE 
estimators of ours signals, except low SNR, can meet CRB.  

V. CONCLUSION 
In this paper, an efficient dimension reduction based DOA 

estimation approach using an uncalibrated DEMCA has been 
proposed, which is also straight suit for uncalibrated vector 
array and multiple DEMCAs. And the example with 
combinative effect of various types of imperfections has been 
presented, which illustrates the proposed method has 
significant accuracy and low computational complexity 
advantage. 
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Abstract— In order to realize low power consumption, electrical 

system safety and the luminance uniformity of LED BLU 

(Back-Light Unit) system, new circuits with RLC 

(resistance-inductor-capacitance) regulation and snubber circuits 

have been proposed. From the simulation and experiment results 

based on our proposed model, the ripple power of the RLC 

regulation-embedded BLU circuit shows a dramatic reduction by 

more than 92 % as compared to the normal BLU and the 

overshoot voltage of the snubber circuit-embedded BLU circuit 

shows a dramatic reduction by more than 90 % as compared to 

the normal BLU, indicating that the proposed 

compensating-circuit is very promising for the realization of 

high-electrical efficiency and stable luminance characteristic BLU 

circuits. 

Keywords-Boost converter, Output ripple, Overshoot, RLC 

regualtion circuit, Snubber circuit 

I. Introduction  

Thin-Film-Transistor Liquid-Crystal-Displays (TFT-LCDs) 

are one of the most popular display devices scaling from 

small to large size. In particular, high-efficiency Back-Light 

Unit (BLU) circuits are of technological importance to 

operate TFT-LCDs having uniform luminance and local 

dimming control of the light-emitting diode (LED) BLU. 

Very recently, 40-inch-scaled LED BLU TV with a 

side-emitting type has been successfully commercialized by 

SAMSUNG LED and the technological interest has been 

being increased so much. However, the side-emitting typed 

LED BLU is believed to be suitable up to 50-inch-scaled 

one, indicating that for more than 60-inch-scaled one, direct 

bottom-up-type-based BLUs are expected to use as a 

representative model because this can do a local dimming 

control. So as to realize high-performance LED BLU TV 

with larger than 60-inch length, high-efficiency BLU 

electric circuits are essential.  

The block diagram of basic type boost converter is shown 

in Fig. 1. The boost converter is a high efficiency step-up 

DC/DC switching converter. The converter uses a transistor 

switch, typically a MOSFET, to pulse width modulate the 

voltage into an inductor. [2] The pulse-width modulation 

(PWM) boost converter that has been widely used as the 

driving circuit as a simple structure and its inductor current 

is equal to the input current. Accordingly, the input current 

is easy to control. [3] But by components of boost converter, 

boost converter is an unstable operation such as an output 

ripple and an overshoot phenomenon. In case of overshoot 

phenomenon, the power source of a system is under great 

stress when the system powers on. The operating mode of a 

Boost converter is usually divided into Continuous 

Conduction Mode (CCM) and Discontinuous Conduction 

Mode (DCM). In a boost converter, CCM is the preferred 

mode of operation for high-power applications when 

compared to the DCM, because CCM has lower conduction 

loss and smaller current stress on the semiconductor 

devices. However, the large reverse-recovery current of the 

output rectifier in a CCM boost converter causes power 

dissipation and interference problems. This happens at 

instant the switching elements is turned on, forcing the 

output rectifier to be suddenly reverse biased. The large 

reverse-recovery current spike of the rectifier also flows 

into switching elements. This cross conduction of current 

may cause excessive power dissipation and severe 

electromagnetic interference (EMI). In case of an output 

ripple, the operating mode of a Boost converter is usually 

divided into on and off operations such as a Fig. 2. 

Throughout a Fig. 3, we can know that the off operation of 

boost converter equate to a RLC circuit. By an inductance 

and a capacitance, impedance phase is happened and 

generate a ripple phenomenon. Many experiment results 

indicate that the output ripple voltage of a Boost converter 

in CCM increases with the decreasing of the inductance in 

the case of small inductance. For deceasing unstable 

electrical characteristic, simple methods are that capacitor 

or inductor values changed. But these methods have 

weakness such as overflow current by inrush current and 

slow response speed. [4] Also, the unstable luminance of 

LEDs is happened by unstable electrical characteristic, 

because the luminance of LEDs is related to the driving 

current. [5] Therefore to obtain sufficient electrical and 

optical characteristic, constant electrical properties must be 

supplied to each of the LEDs. [6] [7] [8] In this work, we 
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propose a model based on a RLC regulation circuit and a 

snubber circuit supported BLU circuits such as a Fig. 4. It 

was found that the ripple and overshoot phenomenon of the 

proposed system are significantly reduced as compared to 

the normal system. And we checked the relationship 

between upgrade electrical characteristics and luminance 

uniformity. 

 
Fig. 1 Basic type boost converter 

 
(a) Output voltage      (b) Output current 

Fig. 2 on and off operation of basic type boost converter 

 
Fig. 3 Basic type boost converter 

 
Fig. 4 Proposed LED driver 

 

II. Operation principle 

As we mentioned, a Boost converter is happened to unstable 
electrical and optical characteristics. Simulation and 
experiment results of basic type boost converter are shown in 
Fig. 5, 6 and 7. Throughout simulation and experiment results, 
we could know unstable electrical characteristic such as 
overshoot and ripple phenomenon of output and we could also 
know that the luminance of LEDs is not kept the uniformity by 
unstable electrical characteristic. 

       
(a) Output voltage             (b) Output current 

Fig. 5 Simulation results for basic type boost converter 

 

         
(a) Overshoot                    (b) ripple 

Fig. 6 Electrical experiment results for basic type boost converter 

      

(a) Intensity                  (b) Uniformity 

Fig. 7 Optical experiment results for basic type boost converter 

A. RLC regulation circuit 

As we mentioned, the basic type converter is happened to 

output ripple. For decrease of output ripple phenomenon, 

we adopted the RLC circuit. The noise and unwanted ripple 

factors (which frequently happen in the analog circuits) can 

be removed by the use of RLC regulation circuits. 

For input voltage and current of LEDs, we proposed a 

RLC regulation circuit. A RLC circuit is an electric circuit 

consisting of resistor, inductor and capacitor. RLC 

regulation circuits have been widely used to design time 

dependence of transfer function of the system because of 

their basic roles which can adjust filtration of frequency 

and system gains. Thus, the noise and unwanted ripple 

factors (which frequently happen in the analog circuits) can 

be removed by the use of RLC regulation circuits. 
As we mentioned earlier, we could know that structure of 

boost converter can equate to a RLC regulation circuit. 
Therefore all two structures are happened to impedance phase. 
A basic RLC regulation circuit does not function as a 
compensation circuit for decreasing ripple. To decrease output 
ripple that is caused by impedance phase, we wanted to offset 
impedance phase of two structures. So we used the impedance 
matching method between a boost converter and a RLC circuit. 

B. Impedance matching Method 

Impedance is the combination of resistance and inductive 
reactance in a circuit that opposes current. Impedance matching 
is the practice of designing the input impedance of an electrical 
load or the output impedance of its corresponding signal source 
in order to maximize the power transfer or minimize reflections 
from the load. One application of a transformer is to match the 
impedance of a voltage source to the impedance of a load. [9] 
A Fig. 8 is impedance matching block diagram between a boost 
converter and proposed RLC circuit. To decrease output 
voltage ripple and to remove weakness of inrush current 
overflow and slow response speed by increase of capacitor 
value, addition between impedance phase of boost converter 
and impedance phase of RLC circuit have to be zero. 
Impedance matching enables maximum power to be delivered 
from the source to the load.   

Identify applicable sponsor/s here. If no sponsors, delete this text box. 
(sponsors) 
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(a) Boost converter          (b) RLC regulation circuit 

 

 

(C) Boost converter with a RLC regulation circuit 

Fig. 8 Block diagram 

C. Snubber circuit 

As we mentioned, the basic type converter is happened to 

overshoot phenomenon. This may cause excessive power 

dissipation and severe electromagnetic interference (EMI). 

To overcome these problems, various passive and active 

snubbers are proposed to reduce the current turn-off rate of 

rectifiers. It is expected to have a low impedance to charge 

all the capacitive loads during the transient phase of the 

start-up process until the system reaches a steady state. A 

snubber is a device used to suppress ("snub") voltage 

transients in electrical systems, pressure transients in fluid 

systems, or excess force or rapid movement in mechanical 

systems. The basic intent of a snubber is to absorb energy 

from the reactive elements in the circuit. The benefits of 

this may include circuit damping, controlling the rate of 

change of voltage or current or clamping voltage overshoot. 

In performing these functions a snubber limits the amount 

of stress which the switch must endure and this increases 

the reliability of the switch. We used modified RCD 

snubber type. A Fig. 9 is a snubber circuit that we modified 

a RCD snubber circuit. As aforementioned, overshoot 

output voltage is happened during switch on and off 

conditions. So difference of overshoot voltage and steady 

state voltage of drain part is decreased by resistor R2. A 

capacitor is charged a stable pulse voltage during switch off 

condition such as Fig. 10 (a), and is discharged by resistor 

R1 such as Fig. 10 (b). So, a drain voltage state is stabilized.  

 

Fig. 9 Snubber circuit 

           

(a) Off operation of a snubber circuit  (b) On operation of a snubber circuit 

Fig. 10 Operation of a Snubber circuit 

III. Simulation and experiment results 

As we mentioned, a Boost converter is happened to unstable 
electrical and optical characteristics. Simulation and 
experiment results of basic type boost converter are shown in 
Fig. 5, 6 and 7. Throughout simulation and experiment results, 
we could know unstable electrical characteristic such as 
overshoot and ripple phenomenon of output and we could also 
know that the luminance of LEDs is not kept the uniformity by 
unstable electrical characteristic. 

A. Design 

The proposed whole circuits consist of the boost converter, 

RLC regulation circuit and snubber circuit. In this circuit, a 

boost converter is selected as a main converter because of 

good efficiency and easy control of the input current. In 

addition, PWM input signals of the converter were used 

function generator signals, because of switch stress. In 

general, PWM input signals of the converter were made by 

a comparator that it was compared with both dimming 

signals and LED output ones. By a comparator, input 

signals of MOSFET gate were changed dynamic. So, stress 

of MOSFET gate was increased. Optimized values for each 

parameter of boost converter were obtained by steps of Fig. 

11. For relationship between electrical characteristic and 

optical characteristic, we also operated optical experiment 

such as a Fig. 12. And input conditions are; 

- DC-link voltage : 12V 

- LED driver current : 240mA 

- LED driver minimum current : 220mA 

- LED driver maximum current : 260mA 

- Switching frequency : 200kHz 

- LEDs array : 4 4 

- LED driver voltage : 20.5V 

- LED driver ripple voltage: 4.0V 

 
 

Fig. 11 This step is for calculated parameter values 

 
Fig. 12 Optical experiment environment 

 

B. Simulation and experiment 

A Fig. 5 is simulation results of basic type converter, and a 
Fig.6 and a Fig. 7 are electrical and optical experiment results 
of basic type converter. Throughout two figures, we could 
know an overshoot and an output ripple phenomenon. As we 
mentioned, we adapted a RLC regulation circuit with an 
impedance matching method for removal output ripple 
phenomenon. Using calculated composition elements, we 
obtained simulation and experiment results such as Fig 13, 14 
and 15. Certainly, an output ripple is decreased. But an 
overshoot phenomenon is yet happened and although 
luminance intensity is reduced, luminance uniformity of LEDs 
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is also not changed. Therefore unstable luminance phenomenon 
is that an overshoot phenomenon is more relative than an 
output ripple phenomenon. For removal overshoot 
phenomenon that is happened during switch on and off 
operations of boost converter, we adopted a snubber circuit. 
Throughout relation equations, we calculated composition 
elements. Using calculated composition elements, we could 
obtain simulation and experiment results such as Fig 16, 17 and 
18. To know relation between overshoot phenomenon and 
luminance of LEDs, we did an overshoot change experiment. 
So, we obtained Fig. 19 and 20. Throughout Fig. 19 and 20, we 
could know that reduction of overshoot phenomenon can lead 
stable luminance of LEDs. As we mentioned, we could know 
that the luminance of LEDs is related to the amount of driving 
current. Therefore, stabilization of luminance can be performed 
by controlling the amount of flow of driving current. 

         

a) Output voltage                (b) Output current 
Fig. 13 Simulation results for boost converter with a RLC regulation circuit 

         

(a) Overshoot                    (b) ripple 
Fig. 14 Electrical experiment results for boost converter with a RLC 

regulation circuit 

         

(a) Intensity                   (b) Uniformity 
Fig. 15 Optical experiment results for boost converter with a RLC regulation 

circuit 

          

a) Output voltage                (b) Output current 
Fig. 16 Simulation results for boost converter with a RLC regulation circuit and 

a Snubber circuit 

 

        

(a) Overshoot                  (b) ripple 

Fig. 17 Electrical experiment results for boost converter with a RLC 

regulation circuit and a Snubber circuit 

 

         

(a) Intensity                    (b) Uniformity 
Fig. 18 Optical experiment results for boost converter with a RLC regulation 

circuit and a Snubber circuit 

Our experiment results for proposed models are given as 
below and Table. 1: 

A. basic type 

  1) Ripple voltage (V) : 17.6~21.8 (4.2) 

  2) Average voltage (V) : 20.1 

  3) Ripple current (mA) : 41.3~71.1 (29.8) 

  4) Average current (mA) : 57.5 

  5) Output power (W) : 0.7269~1.55 (0.8812) 

  6) Average power (W) : 1.156 

7) Overshoot voltage (V) : 25 (7.4) 

 

 B. added LC circuit type  

  1) Ripple voltage (V) : 19.8~20.2 (0.4) 

  2) Average voltage (V) : 20 

  3) Ripple current (mA) : 54.54~57.85 (3.31) 

  4) Average current (mA) : 57.02 

  5) Output power (W) : 1.0799~1.1686 (0.0887) 

6) Average power (W) : 1.1404 

7) Overshoot voltage (V) : 25 (6.8) 

 

 C. added LC circuit and snubber circuit type 

  1) Ripple voltage (V) : 19.6~20 (0.4) 

  2) Average voltage (V) : 19.8 

  3) Ripple current (mA) : 54.54~56.20 (1.66) 

  4) Average current (mA) : 55.37 

  5) Output power (W) : 1.069~1.124 (0.055) 

  6) Average power (W) : 1.0963 

7) Overshoot voltage (V) : 20 (0.4) 

              

(a) Electrical characteristic             (b) Optical characteristic 

Fig. 19 Electrical and optical characteristics of proposed circuit by overshoot 
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change (8.5V) 

               

a) Electrical characteristic             (b) Optical characteristic 

Fig. 20 Electrical and optical characteristics of proposed circuit by overshoot 

change (4.0V) 

           

(a) Electrical characteristic             (b) Optical characteristic 

Fig. 21 Electrical and optical characteristics of proposed circuit by overshoot 
change (0.4V) 

TABLE I SUMMARY OF EXPERIMENT RESULTS FOR THE BLU CIRCUITS            

WITHOUT A REGULATION, WITH A RLC REGULATION CIRCUIT, AND WITH A 

SNUBBER CIRCUIT, RESPECTIVELY 

 

IV. Conclusions 

The proposed LED BLU circuit is consisted of boost 

converter, RLC regulation circuit and a snubber circuit for 

an output ripple and an overshoot phenomenon. To 

decrease output ripple, we selected a RLC regulation circuit 

with impedance matching method. And to decrease output 

overshoot voltage, we selected a snubber circuit. In 

particular, we found each parameter by circuit theories to 

take uniform input current and voltages of the 4 LED arrays. 

Throughout comparative analyses with a basic boost 

converter, we confirmed that the proposed LED BLU 

circuit has better output electrical characteristics and 

luminance uniformity than the basic boost converter.  
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Abstract—Performance of magnetic thin-film is evaluated as a 

candidate for on-chip noise suppressor. Miniature loops coils 

implemented on a 90 nm design test element group (TEG) chip 

are used as the noise transmitter and receiver. Differential 

transmission parameter Sdd21 is evaluated as a measure of 

inductive noise intra-decoupling. Magnetic film is useful for 

frequency selective noise decoupler. The coupling is supported 

most at the ferromagnetic resonance (FMR) frequency, which is 

deviated from its intrinsic frequency and the degree of deviation 

can be calculated by using characteristic length. These results 

demonstrate that the proposed method is useful to characterize 

the IC chip level noise suppressor in the GHz range. 

Keywords-Long term evolution; intra-decoupling; on-chip; 

magnetic thin-film; ferromagnetic resonance 

I.  INTRODUCTION 

Long Term Evolution (LTE) is a latest standard in use for 
wireless communication, which has a peak data rate over 300 
Mbps in the downlink [1]. For LTE-class receiver radio 
frequency integrated circuit (RFIC), a design rule for 
semiconductors jumps into 65 nm, which is three generation  
finer than before, and the internal data transfer rate  can be as 
fast as more than 1 Gbps. Accordingly fast switching noise 
from digital circuits degrades the performance of integrated 
analog circuits on the RFIC chip. 

 The noise propagation mechanisms on the chip are either 
of resistive (R), capacitive (C) or inductive (L) -couplings [2]. 
The countermeasure for the L-coupling is newly  required from 
the LTE-era RFICs. Soft magnetic thin-films with high 
permeability are useful to suppress the noise above a certain 
frequency through ferromagnetic resonance (FMR) and Joule 
losses [3]. The magnetic thin film can also electromagnetically 
shield the noise not to radiate for external space [4]. Therefore, 
it is expected that the magnetic thin-films should  be  effective 
in the suppression of L-coupling in  the RFIC chips. To begin 
with, it is necessary to develop a method to evaluate the 
performance of such a  noise suppressor.  

Besides, there is a recent IEC standard to evaluate sheet 
type ferromagnetic noise suppressor [5], where the 
methodology to evaluate the electromagnetic coupling between 
the electrically ground-ended two coils with diameter of 3 mm 
are precisely defined. However, the size of IC chips is often 
less than 3 mm and differential structure is preferable for 
smaller and faster chip operation. Therefore, new measurement 
methods for L-decoupling on the basis of the IEC standard to 
evaluate the sheet type ferromagnetic noise suppressor are 

proposed. This paper shows the on-chip measurements of the 
L-coupling and its countermeasure by using the magnetic thin-
film. 

II. EVALUATION MEATHODS FOR MAGNETIC THIN-FILM 

Fig. 1 shows  the L-coupling pass on an IC chip and the 
way to countermeasure it by using magnetic thin-film. One coil 
is applied RF currents and generates RF magnetic flux. This 
coil is regarded as a noise aggressor, such as digital circuits. 
Flux voltage received by the other coil is measured for the 
cases with and without the magnetic thin-film on the chip. This 
coil is regarded as a noise victim, such as analog circuits. The 
magnetic thin-film is evaluated by how the coupling between 
the coils is reduced by the noise suppressor. In Fig. 1 (a), intra-
decoupling means the suppression of the coupling between two 
loop coils that are placed on the same side of the magnetic thin-
film. On the other hand, in Fig. 1 (b), inter-decoupling means 
the suppression of the coupling between two loop coils that are 
placed on the other side of the magnetic thin-film. In this paper, 
the intra-decoupling is discussed. 

Magnetic 

thin-film

L-coupling

Chip

On-chip coils
 

(a) 

 

L-coupling

Chip

On-chip coil

Magnetic 

field probe

Magnetic 

thin-film

 
(b) 

 

Fig. 1. L-coupling pass on an IC chip and the way to countermeasure it by 

using magnetic thin-film. The magnetic thin-film is evaluated by how the 
coupling between the coils is reduced by the noise suppressor. (a) 

Measurement method of intra-decoupling (b) Measurement method of inter-

decoupling. 
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III. INTEGRATION OF FILMS ONTO CHIP 

A. TEG Chip description 

Fig. 2 shows a test element group (TEG) chip implemented 
in CMOS 90 nm process [6]. The chip is 2.5 mm × 2.5 mm in 
size and has four miniature differential loop coils. The size of 

the coils is 100 m square and each coil is separated by 680 

m. The suppression of the coupling is evaluated by using 
these coils integrated with the magnetic thin-film. Long lead 
lines between the coil and pad may influence the measurements 
of the coupling between the coils, which is also discussed in 
this paper. 

B. Magnetic Film 

The Co85Zr3Nb12 films were integrated by RF sputtering for 
experiments. They are with saturation magnetization Ms of 1.0 
T, magnetic anisotropy field Hk of 1.0 kA/m, resistivity ρ of 1.2 
× 10

-8
 Ωm, FMR frequency fr of 1.2 GHz. Three test samples 

are prepared and integrated onto the surface of the TEG chip: 
CoZrNb single-layer film, CoZrNb/SiO2/CoZrNb tri-layer film, 
and Cu single-layer film. Fig. 3 (a) show photograph of the 
chip integrated with the film. Hard axis of the 0.3 μm-thick 
single-layer CoZrNb film is in the right angle  to the coupling 
direction between the two loop coils. The tri-layer CoZrNb (0.2 

μm)/SiO2 (0.2 μm)/CoZrNb (0.2 μm) film has easy axes 
orthogonally oriented to each other to obtain isotropic property 
in the film plane. Fig. 3 (b) and (c) explain the cross section of 
the single-layer and the tri-later films, respectively. The 0.3 
μm-thick Cu film is integrated for comparison.  

Fig. 4 shows the measured frequency dispersion of complex 
permeability for the tri-layer film, showing that the film has 
isotropic permeability in the film plane. This is good for the IC 
chip level noise suppressor since the direction of noise current 
in the chip is usually random. Frequency profile of complex 
permeability for the CoZrNb single-layer is same as the 0 
degree curves of the CoZrNb tri-layer. 

IV. INTRA-DECOUPLING ANALYSIS 

A. Measurement Setup 

Suppression effect of the intra-coupling by the magnetic 
thin-film is evaluated by the differential transmission 
parameters of S-matrix between the coils. Loop1 and Loop4 in 
Fig. 1 are used in this work. Single-ended S-parameters are 
measured using two wafer probes (I40-D-GSGSG-100, 
Cascade Microtech Inc.) with four port network analyzer 
(N5230C, Agilent Technologies Inc.). The measured S-
parameters are converted to differential S-parameters [7], [8] 
and applied for further discussion. 

B. Experimental Results 

Fig. 5 shows the differential transmission characteristics 
Sdd21 between the two coils. Sdd21 is proportional to the 
frequency for all the chips. A dip point of Sdd21 is seen at 1.8 
GHz for both CoZrNb single- and tri-layer films, suggesting 
that both films feel similar demagnetizing field to shift the 
FMR frequency from intrinsic value of 1.2 GHz to 1.8 GHz. 
The tri-layer film has another unknown dip at 1.4 GHz. The Cu 
film yielded 5 dB attenuation from 0.5 to 5 GHz. This means 
the magnetic film is useful for frequency selective noise 
decoupling. 

C. Analysis of Noise Reduction Frequency 

Some dip points for the CoZrNb single-layer film may be 
caused by the shift of the FMR frequency. It is reported that the 
loss peak frequency shifts toward those frequencies higher than 

(a) 

(b) 

(c) 

0.5 mm

Loop1 Loop2

Loop4 Loop3

Ground planeSignal line  
Fig. 2.  A test element group chip implemented in CMOS 90 nm process. 
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Fig. 3.  TEG chip integrated with CoZrNb film. (a) Photograph of the chip. 
(b) Cross section with CoZrNb single-layer film. (c) Cross section with 

CoZrNb tri-layer film. 
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Fig. 4.  Frequency profiles of relative permeability for CoZrNb tri-layer with 

variation of external magnetic field. r’ is real part of relative permeability 

and r” is imaginary part. 
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the intrinsic FMR frequency because of demagnetizing field [9]. 
Our idea is that the shift of the FMR frequency fr by 
demagnetizing field is calculated by using characteristic length 

defined as the length where the magnetic flux along the 
magnetic film decreases down to 1/e of its original value [10]. 

Fig. 6 shows simulation model of Loop1 and Loop4 in Fig. 
2. Magnetic flux Bx of the hard axis of the film is calculated by 
a three-dimensional FEM electromagnetic field simulator 
(HFSS Ver. 11.1.3, ANSYS Inc.). The measured seven  areas 
are indicated as A-G in Fig. 6, which are coil with ground 
plane (A), coil without ground plane (E) and lead wires with 
ground planes (B, C, D, F, G). 

Fig. 7 shows calculated magnetic flux Bx inside the film at 
areas A, E and F, respectively. The magnetic flux Bx is 
maximized on the signal lines. In case of the coil without 
ground plane (E), the magnetic flux Bx is three times higher 
than those of the rests. This is because the magnetic field 
generated by the ground plane negates magnetic field generated 
by the signal line. Each current of signal lines flows in the 
reverse direction and magnetic pole inside the film at the center 
of the parallel line (zero point) is reversed. The characteristic 

length  from zero point to 1/e of magnetic flux Bx is regarded 
as effective film width ws to calculate the demagnetizing factor. 
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Fig. 5.  Measurement result of transmission characteristic Sdd21. 
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Fig. 6.  Simulation model of Loop1 and Loop4 in Fig. 2. A is coil with GND. 

E is coil without GND. B, C, D, F, G are lead line with GND. 
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Fig. 7.  Calculated magnetic flux Bx inside film (a) above coil with ground 

plane at area of A. (b) above coil without ground plane at area of E. (b) 

above lead with ground plane at area of F. 
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The demagnetizing factor Nd is calculated by approximating 
the magnetic film by a very flat ellipsoid whose axes are given 
by the film length lm, film thickness tm and the effective film 
width ws [11]. Demagnetizing factor Nd is given by 
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where  and E are complete elliptic integrals. The FMR 
frequency frd considering the demagnetizing field is given by 
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where  is gyromagnetic ratio,  is permeability of vacuum.  

Table 1 shows calculated FMR frequency considering the 
demagnetizing field of each area. In Fig. 8, these calculated 
results are compared with measurement result of the CoZrNb 
single-layer film shown in Fig. 5. Calculated results almost 
agreed with measurements, suggesting that some measured 
dips for the CoZrNb single-layer film are due to the 
demagnetizing field of the lead lines. It is also claimed that the 
shift of FMR frequency can be described by the characteristic 
length. 

As described above, the lead lines between the coil and the 
pad have some effect on intra-decoupling performance. 
Therefore short lead lines are preferable. It also suggests to 
study line-to-line crosstalk. The next TEG chip is designed to 
take account of these considerations. 

V. CONCLUSION 

Measurement method of L-coupling for IC chip by 
magnetic thin-film is proposed. The measurement results 
demonstrate that the magnetic film is useful for frequency 
selective noise decoupler. The FMR frequency under 
demagnetizing field can be calculated by using characteristic 
length, and such FMR frequency gives the noise reduction 
frequency. For the coming TEG chip for intra-decoupling study, 
it is preferred to minimize lead line length between the coil and 
pads. 
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TABLE Ⅰ. CALCULATED FMR FREQUENCY CONSIDERING 

DEMAGNETIZING FIELD 

Measured 

area 

Film configuration Calculated results 

Length 

lm [m] 

Width 

ws [m] 

Thickness 

tm [m] 

Demagnetizing 

factor Nd 

FMR 

frequency 

frd [GHz] 

A 100 69 0.3 0.004 2.07 

B 144 21 0.3 0.014 3.52 

C 102 23 0.3 0.013 3.40 

D 282 23 0.3 0.013 3.44 

E 100 98 0.3 0.002 1.81 

F 152 23 0.3 0.013 3.39 

G 282 23 0.3 0.013 3.40 
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Fig. 8.  Comparison of the calculated FMR frequency with measurement 

result of CoZrNb single-layer film in Fig. 5. 
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Abstract—In this paper, a novel multidimensional scaling (MDS) 

method based on arrival of angular (AOA) measurements is 

proposed for passive emitter location in wireless networks.  

Simulations are included to contrast the estimator performance 

with conventional MDS algorithm and least square algorithm 
designed for AOA measurements. 

Keywords: multidimensional scaling; arrival of angular  (AOA); 

least square algorithm 

I.  INTRODUCTION 

The emergence of Wireless Sensor Networks (WSNs) has 
facilitated our interaction with the physical environment. A 
WSN consists of a large number of distributed sensor nodes, 
which are generally inexpensive and resource constrained. The 
network is often configured such that the communication 
between the sensor nodes and the base stations requires 
multiple hops. Such a network topology can be traced back to 
the ancient defensive systems. Instead of using electronic 
sensors, in the past, beacon towers would send signals (e.g., 
beacon fires, flags, smoke and drums) upon the observation of 
enemy activity. The signals usually passed through several 
towers before reaching the command center. In contrast to this 
ancient system, modern WSNs require no or minimal human 
attendance. 

Multidimensional scaling (MDS) analysis starts with one or 
more distance matrices (or similarity matrices) of points in a 
multidimensional space and finds a geometrical placement of 
the points in a low-dimensional space, usually 2-D or 3-D, 
where the distances between points resemble their original 
similarities [1]. 

Given the time-of-arrival (TOA) information, the location 
approach using MDS analysis has been verified to be more 
robust than the conventional algorithms in the condition of 
large range measurement noise, and received considerable 
interest. In the scene of cellular network MS localization, 
modified MDS algorithm is addressed in [2]. So and Chan [3] 
developed a MDS-based generalized subspace localization 
approach which allows any number of BSs. Qin et al. [4] have 
proposed a fast algorithm in minimum localization system. In 
the area of Parameters localization of coherently distributed 
sources, Guo has given a series of innovative research[5]-[7]. 

In this paper, we innovatively introduce multidimensional 
scaling algorithm into arrival of angular (AOA) measurements, 

and the rest of this paper is organized as follows. In Section 2-3, 
algorithm derivation and computer simulation are addressed. 
Conclusions are drawn in Section 4. 

II. AOA BASED MULTIDIMENSIONAL SCALING ANALYSIS 

In this paper, we consider the problem of mobile station 
(MS) location using AOA measurements at any BSs. Let 

0 0 0[ ]Tx yx be the MS position to be determined, and 

BSs locate at  1 2

T

Mx x xx  , 

 1 2

T

My y yy  . We have position vector 

0x xp x - e                                 (1) 

0y yp y - e                                (2) 

and  

x y
   P p ,p                               (3) 

where e  denotes the ones vector. 

In AOA measurements, the measurements of angular 

 1,2, ,i i M    between MS and base stations (BSs) can 

be represented as 

1

2

sin 0 0

0 sin 0

0 0 sin M
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constructing MDS symmetric matrix 
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 cos ij 
 

Q                         (6) 

where 

 ij ij ji   = - +                     (7) 

and 

ij i ij                                   (8) 

ji j ji                                  (9) 

ij and ji  are the direction angle between BSs. 

According to the measurements of  angular 

 1,2, ,i i M   , we have 

x ySp Cp                                  (10) 

according to (1) and (2), we get 

0 0x y  Sx s Cy c                         (11) 

where diag( )s S , diag( )c C  is diagonal matrix. 

Though matrix transformation we obtain 
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According to MDS symmetric matrix in (6), we have 

T
PP RQR                           (18) 

where 
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                    (19) 

Then we have 

1 1  T
Q R PP R                         (20) 

Form (18), the MDS matrix Q is symmetric, moreover the 

rank of Q is 2. 

Decomposing Q by eigenvalue factorization yields 

0
[ ] [ ]

0 0

s T

s n s n

 
  

 

Σ
Q U U U U               (21) 

Through orthogonal property, we have 

1T

n x

 U R p 0                            (22) 

1T

n y

 U R p 0                           (23) 

from (22), (23) we obtain 
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U R x - e

U R y - e
                      (24) 

and 

0

0

T T

n n

T T

n n

x
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U Xr U r

U Yr U r
                             (25) 

where  1r diag R ,  X diag x ,  Y diag y  are 

diagonal matrix. Substituting (12), (13) into (24), (25) we have 

 0 0

T T T

n n x y ny x   U Yr U r U r           (26) 

 0 0

T T T

n n y y nx y   U Xr U r U r           (27) 

From (26), (27) we have 

0
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n n
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U Y U
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According to (28), (29), the MS location 0 0 0[ ]Tx yx  can 

be estimated through generalized eigenvalue decomposition. 
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III. SIMULATION 

Computer simulations have been carried out to evaluate the 
performance of the proposed algorithm. We compared MSPEs 
of the AOA measurements MDS estimator with least squares 
algorithm, classic MDS algorithm based on TOA 
measurements. 

Each range error in  is a zero-mean white Gaussian process 

with variance i i SNR  , where SNR  is the signal-to-

noise ratio. Each result is an average of 10 000 independent 
runs. Starting with a mobile positioning scenario with the first 
three BSs of known coordinates (0, 0)m, (0, 6000)m, (6000, 
6000)m, (6000, 0)m,(6000, -6000)m,(0, -6000)m,(-6000, -
6000)m,(-6000, 0)m,(-6000, 6000)m. 
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Fig. 1: MSPEs versus number of BSs for randomly distributed MS. 
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Fig. 4: MSPEs versus range error for randomly distributed MS. 

the position of MS is uniformly distributed within the 
square bounded by (1000, 5000)m, (5000, 5000)m, (5000, -
5000)m, (1000, -5000)m in each trial. 

 Fig.1 plots MSPEs versus number of BSs for randomly 
distributed MS. It is seen that the proposed algorithm has 
comparable performance with classic MDS algorithm even 
though they are based two different types of measurements. 
Classic MDS is based on TOA measurement; on the other hand, 
the proposed algorithm is based on AOA measurement.  

Fig.2 plots MSPEs versus range error for randomly 
distributed MS. The number of  BSs is 9, because from Fig.1 
we can see that, when the number of BSs is added, the 
proposed algorithm is superior to LS algorithm. 

IV. CONCLUSION 

In this letter, we have addressed an AOA based MDS 
method for mobile positioning with at any BSs. Unlike the 
existing MDS algorithms depending on TOA measurements, 
the proposed algorithm introduced an new method to AO 
measurement location, which leads to a better performance 
when the number of BSs is enough. 
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Abstract—In this paper, we implement Dimmable Visible Light 

Communication (VLC) system based on VPPM (Variable Pulse 

Position Modulation) modulation scheme. VPPM is the 

modulation scheme proposed by IEEE 802.15 standard group, 

which can support illumination with dimming control and 

communication simultaneously. In addition, we propose DC bias 

elimination scheme in order to minimize the effect of external 

optical noises. As a result, 25%, 50%, and 75% brightness can be 

adjusted guaranteeing 1k bps data rate at 20cm Tx &Rx 

distance. 

Keywords-Dimming, visible light communication(VLC), 

variable pulse position modulation(VPPM), light emitting 

diode(LED). 

I. Introduction  

Rapid industrial development has increased the use of fossil 
fuels. Because greenhouse effect caused by carbon dioxide is 
growing, there are lots of efforts to solve this problem. The 
Kyoto Protocol, adopted by Conference of the Parties under the 
United Nations' Climate Change Convention, limits greenhouse 
gas emissions that cause global warming. As a consequence, 
many countries are developing Green IT technologies to reduce 
carbon emissions. Accordingly, LED lighting recently has 
attracted great attention as green IT technology because LED 
shows more electricity savings than incandescent lamp. Even 
though fluorescent lamps contain mercury, LED does not. 
LED‘s long life greater than 50,000 hours is another advantage 
than conventional lamps. Another benefit of LED is that it is a 
digital device. By turning ‗ON‘ and ‗OFF‘ LED, Visible Light 
Communication (VLC) which is considered as LED-IT 
convergence technology is possible. 

VLC uses 350nm ~ 800nm wavelength for communication. 
It gives less pollution to environment and harmless to human 
body. Also, it does not occupy expensive frequency resources. 
Because LED lighting is recently considered for constructing 
green infrastructure, cost effective VLC services are also 
possible [1] [2].  

In this paper, we implement dimmable VLC system based 
on VPPM modulation scheme. VPPM is the modulation 
scheme proposed by IEEE 802.15 standard group. To support 
illumination with dimming control and communication 
simultaneously, it uses binary PPM for communication and 
PWM for dimming control. In addition, our system minimizes the 

effect of external optical noises by providing DC bias 
elimination scheme. As a result, 25%, 50%, and 75% 
brightness can be adjusted guaranteeing 1k bps data rate at 20cm 
Tx & Rx distance. The rest of the paper is organized as follows. 
First, we describe the principle of VLC in Section II. Then, the 
implementation of the proposed VLC system is described in 
Section III. Next, we introduce the field test results in Section 
IV. Finally, conclusion will be presented in Section V. 

II. Visible Light Communication 

As shown in Fig. 1, the basic principle of VLC is to use the 
flicker of LED. LED's velocity for replacing electricity to light 
is about 30 nanometers to 250 nanometers. Therefore, fast 
switching can make VLC possible [3]. Using this principle, we 
can provide both lighting and communication functions, 
simultaneously. However, VLC should be designed to prevent 
Flickering phenomenon to human eyes. Flickering 
phenomenon is that the light changes are recognized by human 
eye, then losing the functionality as light. Therefore, IEEE 
802.15.7 VLC standard has decided that Maximum Flickering 
Time Period (MFTP) is 5ms (200HZ) and the brightness 
between MFTP should be same [4].  

Fig. 1 Technology concept of visible wireless communication 

For implementing dimmable VLC, our system uses VPPM 
modulation schemes. To support illumination with dimming 
control and communication simultaneously, it uses binary PPM 
for communication and pulse width for dimming control. Fig. 2 
shows an operating example of the VPPM. 

[ECC2011_O_11] 
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Fig. 2 Operating example of VPPM (75% dimming) 

III. Implementation of Dimmable Visible Light 

Communication System 

Fig. 3 shows a schematic diagram of the proposed VLC 
system using LED.  

After creating the data from MCU, VPPM signal is 
generated through the LED driver. Then, it is transmitted 
through LED. After receiving VLC signal via PhotoDiode (PD), 
demodulation is performed after the DC bias removal and 
amplification. Finally, the transmitted data is displayed. 

Fig. 3 Schematic diagram of the Visible Light Communication system 

A. Transmitter 

When we generate data through computer and transmit 
through RS232 protocol, MCU modulate them using VPPM 
and adjust it to the desired dimming level (25%, 50% and 75% 
dimming is possible in our system). Then, data is transmitted 
through LED. We use Atmega128 MCU and uses four 1W 
LED for light source.  The layout of the transmitter is shown 
in Fig. 4. It is designed to control the switching of LEDs using 
Atmega128.  

Fig. 4 Transmitter Layout 

Fig. 5 shows a data frame structure of transmitting signal. If 

there are no data to transmit, dimming frame, which has 

predetermined dimming level, is sent waiting for data. When 

there are data to transmit, ‗Start byte‘ of 8bit and payload is 

transmitted, sequentially. After data transfer is completed, the 

transmitter sends ‗End byte‘. Finally, dimming frame is sent 

again. 

Fig. 5 Transmission frame structure 

B. Receiver 

Fig. 6 shows the layout of receiver circuit. Visible light 
received through PD is converted into electrical signals. We 
use BPW21R PD that represents maximum receiver sensitivity 
at a wavelength of 565nm. Then, we remove the DC bias and 
convert the signal to TTL level using the high pass filter. 
Finally, we amplify the signal ten times using OP-Amp to have 
max output greater than 2V. 

Fig. 6 Receiver Layout 

Fig. 7 (A) - (C) shows examples of the transmitted and 

received signals according to dimming levels. The first figure 

shows the transmitted waveform. The second figure indicates 

received signal which contains DC bias due to environmental 

noise of ambient light. The last figure is DC removed and 

amplified signal. 

Fig. 8 shows the flow chart of the transmitter and receiver. 

As shown in Fig. 8 (a), initialization process is repeated until 

data come in.  When transmitting data come, ‗Start byte‘, data 

payload, and ‗End byte‘ are modulated. Then, they are 

transmitted through LED. In Fig. 8 (b), the receiver detects 

‗Start byte‘ for synchronization. After that, output is displayed 

by demodulating payload information. If ‗End byte‘ is finally 

received, the transmission procedure stops. For providing 

illumination functionality, dimming frame is transmitted when 

there are no data to transmit.  
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A. VPPM waveform with 25% dimming 

 

B. VPPM waveform with 50% dimming 

 

C. VPPM waveform with 75% dimming 

Fig. 7 Transmission waveform for each dimming 

  

(a) Transmitter (b) Receiver 

Fig. 8 Flow chart 

IV. Field tests 

Fig. 9 shows the implemented Visible Light 
Communication system. The distance between the transmitter 
and the receiver is about 20cm (Max. 40cm distance is 
possible). 1k bps data rate is possible at the baud rate of 
9600kbps with dimming support. 

Fig. 9 Implementation of Visible Light Communication System 
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V. Conclusion  

VLC is emerging LED-IT convergence technologies.  
Based on VPPM, we implemented dimmable VLC system to 
verify the operational possibility of VLC. In addition, our 
system tries to minimize the effect of external optical noises by 
providing DC bias removal scheme. Through field tests, 1kbps 
data transfer at 20cm distance is possible with 25%, 50%, 75% 
dimming support. 
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Abstract— In this paper, we derive the cost function for
uniformly distributed source signals using the Kullback-Leibler
divergence for independent component analysis (ICA). To derive
the cost function, we assume that two source signals are mutually
independent and follow the uniform distribution. Under this
assumption, we derive the probability density function (PDF)
of an output signal using linear transformation of the PDF of
the source signals. From the PDF of the output signal, we derive
the cost function for the uniformly distributed source signals.

Index Terms— Independent component analysis (ICA), cost
function, Kullback-Leibler divergence, local minima.

I. INTRODUCTION

Independent component analysis (ICA) is a method to sep-
arate source signals from observed signals without resorting
to any prior knowledge [1] [2] [3]. We can separate the source
signals from the observed signals by a linear transforma-
tion that transforms the observed signals to output signals
that are matually independent. In order to find the linear
transformation, we introduce a cost function which measures
independency of the output signals. For example, the cost
function using the Kullback-Leiblerdivergence is one of the
most useful cost functions [4]. The cost function is minimized
if and only if the output signals are mutually independent.
That is, we can separate the source signals from the observed
signals when the cost function is minimized.

Since the problem minimizing the cost function is a nonlin-
ear optimization problem, it is difficult to solve it analytically.
In general, the minimization problem is solved by using nu-
merically iterative calculations, for example, gradient methods
[5] [6]. Gradient methods might converge not global minimum
but other local minima if the cost function has not only global
minimum but also other local minima. However, no proof is
available to show that the cost function has not only global
minimum but also other local minima in ICA [1] [7]. It is
necessary to examine the existence of the local minima except
the global minimum of the cost function.

In this paper, to examine the existence of the local minima
except the global minimum of the cost function, we derive the
cost function for uniformly distributed source signals using
the Kullback-Leibler divergence for ICA. To derive the cost
function, we assume that two source signals are mutually
independent and follow the uniform distribution. Under this

Mixing
matrix

A

s

Source
signals

W

De-mixing

Observed

x ŝ

Output

signals signals

matrix

Fig. 1. Block diagram of blind source separation problem.

assumption, we derive the probability density function (PDF)
of the output signals using linear transformation of PDF of the
source signals. From the PDF of the output signal, we derive
the cost function for the uniformly distributed source signals.

II. ICA AND THE COST FUNCTION USING

KULLBACK-LEIBLER DIVERGENCE

This section introduces ICA and the cost function using the
Kullback-Leibler divergence.

A. Independent Component Analysis (ICA)

Fig. 1 shows block diagram of blind source separation (BSS)
problem. We assume that source signals s = [s1, · · · , sm]T

are mutually independent. The source signals s are linearly
mixed and observed by m sensors. This process is modeled
by an unknown nonsingular mixing matrix A ∈ Rm×m as
follows:

x = As (1)

where x = [x1, · · · , xm]T are called observed signals. The
goal of ICA is to separate the source signals s from the
observed signals x without the knowledge of A nor s. To
achieve this task, we multiply x by a de-mixing matrix W ∈
Rm×m as follows:

ŝ = Wx (2)

which gives output signals ŝ = [ŝ1, · · · , ŝm]T, such that W
makes ŝ mutually independent.

B. The Cost Function using Kullback-Leibler Divergence

To separate the source signals s from the observed signals x,
we find a de-mixing matrix W which makes the output signals
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ŝ mutually independent. The output signals ŝ are mutually
independnet if and only if

p(ŝ) =
m∏
i=1

pi(ŝi) (3)

where pi(ŝi) is the PDF and p(ŝ) is the joint PDF. To measure
independency of ŝ, we use the Kullback-Leibler divergence.
The Kullback-Leibler divergence between two joint PDFs
f1(ŝ) and f2(ŝ) is defined as

I =

∫ +∞

−∞
f1(ŝ) log

(
f1(ŝ)

f2(ŝ)

)
dŝ. (4)

The Kullback-Leibler divergence is a natural measure of
deviation for two join PDFs. The Kullback-Leibler divergence
I of Eq. (4) satisfies

I ≥ 0 (5)

with equality if and only if f1(ŝ) = f2(ŝ). Substituting
f1(ŝ) = p(ŝ) and f2(ŝ) =

∏m
i=1 pi(ŝi) into Eq. (4), we obtain

I =

∫ +∞

−∞
q(x) log(q(x))dx− log |det(W )|

−
m∑
i=1

(∫ +∞

−∞
pi(ŝi) log(pi(ŝi))dŝi

)
(6)

where q(x) is the joint PDF. From Eq. (5), I is minimized only
when Eq. (3) holds. Since the term

∫ +∞
−∞ q(x) log(q(x))dx in

Eq. (6) does not depend on W , we omit the constant term
from I of Eq. (6) and obtain the cost function J(W ) given
by

J(W ) = − log |det(W )|

−
m∑
i=1

(∫ +∞

−∞
pi(ŝi) log(pi(ŝi))dŝi

)
. (7)

Since Minimizing J(W ) is equal to minimizing I , from Eq.
(5), J(W ) is minimized only when Eq. (3) holds. If we find
W which minimizes the cost function J(W ), we can separate
s from x.

III. THE COST FUNCTION FOR UNIFORMLY DISTRIBUTED

SOURCE SIGNALS

Since the problem minimizing J(W ) of Eq. (7) is a
nonlinear optimization problem, it is difficult to solve it
analytically. In general, the minimization problem is solved by
using numerically iterative calculations, for example, gradient
methods [5] [6]. Gradient methods might converge not global
minimum but other local minima if the cost function has not
only global minimum but also other local minima. However,
no proof is available to show that the cost function has not only
global minimum but also other local minima in ICA [1] [7].
It is necessary to examine the existence of the local minima
except the global minimum of the cost function.

In this paper, to examine the existence of the local minima
except the global minimum of the cost function, we derive the
cost function for the uniformly distributed source signals using

the Kullback-Leibler divergence for ICA. To derive the cost
function, we assume that two source signals s are mutually
independent and follow the uniform distribution U(−1, 1).
Under this assumption, we derive the PDF pi(ŝi)(i = 1, 2)
using the linear transformation of the PDF of s. From the
PDF pi(ŝi), we express the term

∫ +∞
−∞ pi(ŝi) log(pi(ŝi))dŝi of

Eq. (7) as the the equation of G = WA. From the term, we
derive the cost function for the uniformly distributed source
signals.

A. Derivation of the Probability Density Function of the
Output Signal

From the assumption that two source signals s are mutually
independent and follow the uniform distribution U(−1, 1), we
can write the joint PDF r(ŝ) as

r(s1, s2) =

{
1
4 , |s1| ≤ 1 and |s2| ≤ 1
0, otherwise.

(8)

From Eqs. (1) and (2), we obtain

ŝ = Wx = WAs = Gs (9)

where we define G = WA to simplify the notation. Eq. (9)
can also be written as

ŝi = gi1s1 + gi2s2, i = 1, 2 (10)

where gij is the (i, j)-element of G and j = 1, 2. To obtain
the PDF pi(ŝi) of ŝi, we use the linear transformation of the
PDF of s [8]:

pis(ŝi, s2) = r(s1, s2) |gi1|−1 (11)

s1 = −gi2
gi1

s2 +
ŝi
gi1

(12)

where pis(ŝi, s2) is the joint PDF. From Eqs. (8), (11) and
(12), we obtain

pis(ŝi, s2) =

{
|4gi1|−1

,
∣∣∣ ŝi−gi2s2

gi1

∣∣∣ ≤ 1 and |s2| ≤ 1

0, otherwise.

(13)

We integrate pis(ŝi, s2) of Eq. (13) with respect to s2 from
−∞ to +∞ and obtain the PDF pi(ŝi) given by

pi(ŝi) =


αi(ŝi + βi), −βi ≤ ŝi ≤ −γi
(2giM )−1, −γi < ŝi < γi
αi(−ŝi + βi), γi ≤ ŝi ≤ βi

0, otherwise

(14)

where

αi = (4giMgim)−1 (15)

βi = giM + gim (16)

γi = giM − gim (17)

giM = max
j

|gij |, j = 1, 2 (18)

gim = min
j

|gij |. (19)
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B. Derivation of the Cost Function for Uniformly Distributed
Source Signals

From the PDF pi(ŝi), we obtain the cost function for the
uniformly distributed source signals. Substituting Eqs. (14),
(15), (16) and (17) into the term

∫ +∞
−∞ pi(ŝi) log(pi(ŝi))dŝi of

Eq. (7), we obtain∫ +∞

−∞
pi(ŝi) log(pi(ŝi))dŝi = − log(2giM )− gim

2giM
. (20)

Substituing Eq. (20) into Eq. (7), we can derive the cost
function J(W ) for the uniformly distributed source signals
as

J(W ) = − log |det(W )|

+

2∑
i=1

(
log(2giM ) +

gim
2giM

)
. (21)

IV. NUMERICAL EXAMPLES

In this section, we plot the cost function for the uniformly
distributed source signals and visualize the contours of it. We
consider the following three numerical examples:

Case 1: A is the identity matrix.
Case 2: A is a symmetric matrix.
Case 3: A is an asymmetric matrix.

To plot the cost function, we constrains the norm of the
rows of the de-mixing matrix W to be unity:

W =

[
cos θ1 sin θ1
cos θ2 sin θ2

]
(22)

Substituting Eq. (22) into J(W ) of Eq. (21), the cost function
is expressed as

J(θ1, θ2) = − log | sin(θ2 − θ1)|

+

2∑
i=1

(
log(2giM ) +

gim
2giM

)
(23)

G =

[
a11 cos θ1 + a21 sin θ1 a12 cos θ1 + a22 sin θ1
a11 cos θ2 + a21 sin θ2 a12 cos θ2 + a22 sin θ2

]
(24)

where aij is the (i, j)-element of A. From the symmetric
property of J(θ1, θ2) of Eq. (23), we only show figures for

0 ≤ θi < π, θ1 ≤ θ2. (25)

A. Case 1: A is the Identity Matrix

The mixing matrix is

A =

[
1 0
0 1

]
. (26)

Substituting Eq. (26) into J(θ1, θ2) of Eq. (23), we plot
J(θ1, θ2) in Fig. 2.

Ideally, W = A−1 minimizes the cost function. However,
it is well known that due to the lack of prior information, there
are the following two ambiguities in ICA [9]:

1. scaling ambiguity
2. permutation ambiguity.
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Fig. 2. Contours of J(θ1, θ2) of Eq. (23) in case of Eq. (26).

That is, the de-mixing matrix W has the form

W = PDA−1 (27)

where P is a permutation matrix and D is a diagonal matrix.
From Eq. (22), D is fixed and constrains the unit norm of
the rows of W . On the other hand, in this paper we set the
constraints P = I (I is the identity matrix) without loss of
generality. Summarizing, in this section we obtain the global
minimum of J(θ1, θ2) of Eq. (23) by the following steps:

Step 1: Let W = A−1.
Step 2: Divide the rows of W by the norm.
Step 3: Calculate θi from Eq. (22).

In case of Eq. (26), J(θ1, θ2) of Eq. (23) is minimized by

(θ1, θ2) =
(
0,

π

2

)
. (28)

Eq. (28) is the global minimum of J(θ1, θ2) in Fig. 2. From
Fig. 2, J(θ1, θ2) has the global minimum and no other local
minima in case of Eq. (26).

B. Case 2: A is a Symmetric Matrix

The mixing matrix is

A =

[
1 1√

3
1√
3

1

]
. (29)

Substituting Eq. (29) into J(θ1, θ2) of Eq. (23), we plot
J(θ1, θ2) in Fig. 3. In case of Eq. (29), J(θ1, θ2) of Eq. (23)
is minimized by

(θ1, θ2) =

(
2

3
π,

5

6
π

)
. (30)

Eq. (30) is the global minimum of J(θ1, θ2) in Fig. 3. From
Fig. 3, J(θ1, θ2) has the global minimum and no other local
minima in case of Eq. (29).
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Fig. 3. Contours of J(θ1, θ2) of Eq. (23) in case of Eq. (29).

C. Case 3: A is an Asymmetric Matrix

The mixing matrix is

A =

[
1 1√

3

2−
√
3 1

]
. (31)

Substituting Eq. (31) into J(θ1, θ2) of Eq. (23), we plot
J(θ1, θ2) in Fig. 4. In case of Eq. (31), J(θ1, θ2) of Eq. (23)
is minimized by

(θ1, θ2) =

(
7

12
π,

5

6
π

)
. (32)

Eq. (32) is the global minimum J(θ1, θ2) in Fig. 4. From
Fig. 4, J(θ1, θ2) has the global minimum and no other local
minima in case of Eq. (31).

V. CONCLUSION

In this paper, we derived the cost function for uniformly
distributed source signals using the Kullback-Leibler diver-
gence for ICA. To derive the cost function, we assumed that
two source signals are mutually independnet and follow the
uniform distribution. Under this assumption, we derived the
PDF of a output signal using the linear transformation of the
PDF of the source signals. From the PDF of the output signal,
we derived the cost function for the uniformly distributed
source signals. Our future task is to examine the existence
of the local minima except the global minimum of the cost
function theoretically. If the task is achieve, the result probably
yields developments of the algorithms for ICA.
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Abstract—In this paper, we propose a novel method for training 

based channel estimation in multiple-input multiple output 

system. We study the computational performance of least squares 

(LS) and linear minimum mean-square-error (MMSE) by using 

optimal training matrices, and propose a Householder QR based 

MMSE estimator. It is shown that the proposed estimator has not 

only a good performance but also fewer computational complexes 

than conventional MMSE. Computer simulations confirm the 

effectiveness of the introduced method comparing with the 

existing methods. 

Keywords- multiple-input multiple-output; Householder 

transformation; MMSE; Matrix  factorization 

I.  INTRODUCTION 

With the growing demand for high transmission rates in 

wireless communication systems, multiple-input multiple-

output (MIMO) communications have gained much attention 

due to their potential of greatly improving the performance 

over single-antenna systems. It has been shown that in the 

MIMO wireless systems the capacity and spectral efficiency 

can be greatly increased [1]–[2]. 

However, an accurate channel state information (CSI) is a 

key role in MIMO communications. So the method based on 

pilot signal (which is also known as training sequence) is 

widely used to estimate the channel. One of the most popular 

training based methods is the least square (LS) method, which 

does not need any a priori of the channel. When partial or full 

information of the channel is known, a better estimation can 

be achieved by minimum mean square error (MMSE) method. 

However, as MMSE method additionally exploits prior 

knowledge of the channel coefficients, it will inevitably cost 

higher complexity [3]. 

In [4], a study of the performance of training-based flat-

block fading MIMO channel estimation is presented. And the 

optimal training matrices are studied for different training 

based channel estimation. But when it comes to acquiring real-

time estimation, the matrix inversion resulted in high 

computational complexity will definitely decrease the 

performance of estimation and hence undesirable for hardware 

implementation. Matrix factorization is used to conduct large 

matrix calculations in alternate ways, and applied for system 

complexity reduction. In this paper, we propose a novel 

method for training based channel estimator based on 

Householder QR, which has fewer complexes than traditional 

MMSE.   

The rest of paper is organized as follows. In Section II, the 

system model is introduced. Section III discusses the 

computational complexity of traditional LS and MMSE 

estimator by using the optimal training sequence. In Section 

IV, a less complex training based MMSE channel estimation 

approach is proposed. In Section V, experimentations are 

shown based on the proposed approach in Section IV. Finally, 

in Section VI, some concluding remarks are given. 

We use the following notation. Matrices are represented by 

boldface upper case letters, and vectors are boldface lower 

case letters. For example, we use A  to denote a matrix, a  to 

denote a vector, and a  to denote a scalar. To indicate the 

entries of matrices, we use subscripts. For example, 
,k lA  

denotes the component at the k th row and l th column of the 

matrix A . 

 Tr   denotes the trace of a matrix, and  
H

 and 

 
T

 denotes the Hermitian transpose and the transpose of a 

matrix, respectively. The symbol 
F

  denotes the Frobenius 

norm of a matrix. I  stands for the identity matrix. 

 

II. SYSTEM MODEL 

Consider a flat block-fading MIMO system with t transmit 
and r receive antennas, then the system model can be 
represented by 

 i i i y Hs n  (1) 

where H , is , and in  are the complex random channel matrix, 

transmitted signal and white Gaussian noise, respectively.  

To estimate H , we have the training sequence 1, , Ns s   

transmitted, tN N . So the corresponding matrix 

 1, , NY y y  of received signals can be written as 

  Y HS N  (2) 
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Telecommunications (CQUPT).  
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where 

 1, , NS s s  

      1, , NN n n  

is the rN N  training matrix, and the tN N  i.i.d Gaussian 

random noise matrix with zero mean, respectively. 

 

III. LS AND MMSE ESTIMATOR 

In this section, we will first describe the LS and LMMSE 
estimator and then discuss their performance with the optimal 
training matrix. 

A. LS Estimator 

Considering that H  and S  are known, the estimation of 

channel matrix can be obtained by 

 
†ˆ

LS H YS  (3) 

where 

 
† 1( )H H S S SS

  (4) 

is the pseudo-inverse of S . 

Under the power constraint of transmitted matrix, 

 
2

F
PS  (5) 

the cost function can be written as 

  
2 2ˆmin LS FF

E subject to P 
P

H H S  (6) 

where the P  is a constant. 

Solving the optimization problem (6), it can fairly be shown 
that the training matrix is optimal if it satisfices with the 
equation 

 
H P

t
SS I  (7) 

In [4], a normalized submatrix of the discrete Fourier 
transform (DFT) matrix is used as the training matrix. 
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S  (8) 

Using (8) along with (3), the LS channel estimation can 

be obtained by 

 ˆ Ht
LS

N

P
H YS  (9) 

Note that the computation of (9) does not require matrix 

inversion by using the optimal training matrices, so it costs 

low complexity. However, LS estimation does not exploit any 

a priori knowledge of the channel coefficients. Thus, it is 

meaningfully to apply the MMSE estimator for a better 

performance of channel estimation by using the first and 

second order system statistics. 

 

B. LMMSE Estimator 

In general, a MMSE estimator can be obtained by the 

optimization function 

  
2

ˆmin
F

E H H  (10) 

Note that that the general MMSE estimator derived from 

(10) is in fact linear, but nonetheless it has repeatedly been 

referred to as the linear MMSE (LMMSE) estimator [6]–[7] 

which is correct but could lead to the incorrect conclusion that 

there may exist better non-linear estimators [5]. 

We assume that A  is a linear operation, which can be 

obtained by minimize the mean square errors (MSE). 

 MMSE H YA  (11) 

The estimation error can be written as 

 

 
    
     

 

2

2( )

F

H

H H

H H

n r

E

E

tr tr tr
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H H H

H

H YA
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Let 0



A
, 

 
2 1( )H H

n rN  H HA S R S I S R  (12) 

 
2 1ˆ ( )H H

MMSE n rN  H HH Y S R S I S R  (13) 

where  HEHR H H . 

And the  
2

ˆ
MMSE

F
MSE E H H . 

By assuming that the channel is uncorrelated, (which 

means HR I ), the LMMSE estimator has the same 

condition on optimal training matrices as the LS estimator [4]. 

Moreover, replacing with HR I , (13) can be expressed 

as 
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2

ˆ Ht
MMSE

n r t

N

N N P 



HH YS R  (14) 

where   is a parameter to minimize MSE. 

In this case, the LMMSE estimator can also avoid the 

operation of matrix inversion, but achieve a better 

performance than LS estimator. However, the assumption may 

be unrealistic in practical applications. Therefore, we propose 

a method that does not involve matrix inversion, but has the 

same performance as LMMSE estimator. 

 

IV. HOUSEHOLDER QR-BASED LMMSE ESTIMATOR 

In this section, we propose a novel method for LMMSE 

estimator based on Householder QR (H-LMMSE).  

The matrix triangularization is a widely used technique to 

avoid matrix inversion and is preferable due to its 

implementation in highly parallel array architecture [3] [9]. 

In Householder QR approach, a series of reflection matrix 

is applied to the matrix to annihilate the lower triangular 

elements. The reflection matrix is orthonormal matrix that can 

be written as 

 
H P I vv  (15) 

where v  is the Householder vector. 

Support we have an arbitrary matrix B , 

 1, ,n P PB R  (16) 

where R  is the upper-triangular matrix. The sequence of 

reflection matrices form the Householder matrix, where we 

have 1, , H

n P P Q , 
H QQ I . 

 B QR  (17) 

So the inversion of B  can be obtained by 

 
1 1 H B R Q  (18) 

The detail of estimation steps is given as follows. 

 

Householder QR-based LMMSE Channel Estimator 

Input: Training sequence S , observation signal matrix Y . 

Choose the initial channel estimator 
0

H  by LS. 

Output: Householder QR based LMMSE estimator Ĥ . 

1) Find Q , R  by Householder QR matrix decomposition 

Initialization  
0

2H

n r
N 

H
R S R S I  

                       ( ( ,1))eye sizeQ R  

for n=1,…,M-1 

 Let ( : , )n M nx R [1, ( ,1)]zeros M n y  

 Update v and   

by









x y
v

x y
, 1

1

x

x
    x , 

respectively. 

 Compute 
T

n  P I vv , 
n

n

 
 
 
 

I 0
P

0 P
 

 Update  Q Q P ,  R R P  

end 

2) 
1ˆ H H

MMSE




H
H YR Q S R  

 

V. SIMULATION 

The parameters used in the simulation are listed in Tab. 1.  

A. MSE Comparision with SNR 

As is shown in Fig.1, we give the MSE performance 

comparisons of the three channel estimation methods under 

SNR ranged 0~20dB. The proposed estimation method has a 

better MSE performance than LS, and the same as LMMSE. 

The LMMSE method requires HR  as prior information. 

However, for practical systems, it is usually unknown. We 

usually use ˆ H

H R SS  instead of HR . 

B. Computational Complexity 

To study the computational complexity of the introduced 

method, we have evaluated the CPU time in second to 

complete the channel estimation for SNR=10dB. It is worth 

mentioning that although the CPU time is not an exact 

measure of complexity, it can give us a rough estimation of 

computational complexity. Our simulations are performance in 

MATLAB 2011a environment using a 2.40GHz Intel Core-2 

processor with 4GB of memory and under Microsoft Windows 

7 operating system. 

The comparison of computational complexity between LS, 

LMMSE and H-LMMSE estimator is shown in Fig. 2. In 

common, the complexity of Householder QR is 
2( )O m  

where the complexity of the matrix inversion is 
3( )O m . In 

[10], a fast Householder transform algorithm was proposed, 

which the computational complexity is only ( )O m . As for 

the LMMSE, the complexity is increasing as the number of 

training sequence increasing. Thus, training based channel 

estimation with H-LMMSE is lower complexity method and 

hence easy implement at receiver on practical communications 

system. 

TABLE I.  SIMULATION CONDITION 

Estimation 

Methods 

LS 

LMMSE 

Householder QR-based LMMSE 

Antenna 4x4 

Channel Fading  Flat block fading 

Training Sequency S DFT 

Length of S 
10, 20, 30, 40, 50, 60, 70, 80, 90, 

100 

Iterations 100 
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Figure 1.   Channel estimation MSEs of LS, LMMSE and H-LMMSE 

estimator versus 
2

/
n

P   

 

Figure 2.  Complexity of LMMSE and H-LMMSE estimator versus Length 

of training sequence 

 

VI. CONCLUSION 

In this paper, we have proposed a novel training based 

channel estimation method based on Householder QR. This 

method has the advantages of the LMMSE estimator, but 

fewer complexes. It has been shown that, when compared with 

the existing estimator, our introduced method is both accurate 

and computationally efficient. 
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Abstract— In this paper, we have studied the performance of 

the AOA (Angle of Arrival) in MIMO (Multi Input Multi 

Output) systems for LBS (Location Based Services) of 4G 

communication environment and we also analyzed the 

performance of the AOA in SISO (Single Input Single Output) 

in multipath environments and their differences. The adequacy 

of AOA positioning in 4G communication environments was 

determined. Currently used positioning methods in 3G 

communication environment has been developed based on 

SISO. However, the accuracy of SISO-based TOA (Time of 

Arrival), TDOA (Time Difference of Arrival), AOA positioning 

techniques degraded in multipath environments. The 

communication system of the future is 4G communication 

systems such as LTE-Advanced and enhanced positioning 

techniques are required. Using antenna characteristics and the 

phase difference between antennas of LTE-Advanced 

standard’s key technique MIMO system AOA positioning, and 

SISO based AOA positioning performance were analyzed. We 

found that AOA technique potential for use based on MIMO 

systems by computer simulations. 

Keywords-component; LTE-Advanced, SISO, MIMO, AOA, 

phase difference, etc. 

i. Introduction 

Mobile internet devices such as smartphones and tablet 
PC are widely spread all over the world. Accordingly, LBSs 
which use location information of user are utilized in various 
fields, and the importance is growing bigger. Positioning in 
3G communication environments are based on various 
methods and algorithms. Currently positioning systems for 
outdoor LBSs use mobile network and Global Positioning 
System (GPS).  

The accuracy of GPS based positioning systems is high 
but they have some disadvantages such as an additional 
device is necessary and low accuracy in urban areas and not 
availability in indoor environments. Network based method 
solves the disadvantage of GPS based methods, but will have 
positioning error caused by multipath and NLOS. Network 
based positioning method mainly uses Cell ID positioning 
method that uses a cell radius of a base stations and an AOA 
positioning method that uses measurement of the azimuth in 
direction of a transmitted signal from two or more base 
stations and TOA positioning method that uses signal‘s time 
of flight transmitted from base stations and TDOA 
positioning method that uses time difference of received 
signal from base stations. 

Cell ID positioning method grow away from the cell 
radius, positioning accuracy is greatly reduced. TOA and 
TDOA positioning method‘s positioning accuracy is 
decreased in multipath environments because they are 
sensitive to time changes caused by propagation delay. AOA 
positioning method error occurs due to the phase change 
cause by NLOS. To overcome these disadvantages in current 
3G communication systems pattern matching algorithm is 
used for positioning. Pattern matching algorithm stores 
propagation characteristics of RF signal at measured location 
in database. And the location of mobile is found by 
comparing the propagation characteristics of RF signal of 
mobile user with database. However, pattern matching 
algorithm cannot build database when GPS signal is 
shadowed or in indoors. It is highly database dependent. 

These network based positioning was current used in 3G 
communication systems. However, in near future those 
systems will be changed into 4G communication systems 
such as WiBro, LTE-Advanced. Accordingly, 
communication techniques and communication 
environments that are base of LBS will be changed and the 
positioning performances of each method will also be 
changed. The key techniques of 4G communication systems 
include MIMO, OFDM (Orthogonal Frequency Division 
Multiplexing), smart antenna, etc. In terms of positioning, 
MIMO technique based mobile and base stations with 
multiple antennas through spatial diversity in a multipath 
environments can result in a robust performance. The 
influence of a multi-path error onto transmission time is 
decreased due to short chip duration in OFDM compared to 
CDMA. Thus, it is important for positioning systems to 
adapt positioning techniques to changing mobile 
communication environments. 

In this paper, we were confirmed a positioning error that 
used an AOA technique closely related an antenna 
characteristic for positioning in MIMO system. And we were 
confirmed the AOA positioning through azimuth estimate of 
the received signal using the phase difference between 
antennas. Through this, SISO system based AOA positioning 
performance was comparative analyzed. 

ii. SISO system based AOA positioning 

The AOA is a network based positioning technique; it 
measures the signal which was transmitted from each base 
station and its azimuth directions. AOA technique estimates 

[ECC2011_O_14] 
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position of the user after obtaining azimuth angle which is 
known in different ways. Orientation information is defined 
clockwise direction from the north. One way to achieve a 
common base station for AOA measurements is to use 
antenna array in each sensor. Another way is measuring the 
transmitted signal‘s angle from the base station.  

 

 

Fig. 1 Positioning with orientation information 

 

Angle 
1 and

2 in Figure 1 are relative signals which are 

transmitted by base station 
1b , 

2b  which is measured by 

each mobile, u. Assume mobile orientation information to be

 , AOA at base stations 
1b , 

2b  become 

    mod2 , 1,2i i    . Location of the mobile is 

determined by signals form base station which is perfect 
match for each AOA measurement. Mobile, u, is located at 
the intersection of lines when all base stations do not lie on a 
straight line. 

 

Fig. 2 Positioning without orientation information 

 

Angles 1 2 1 3 2 3, ,b ub b ub b ub    are calculated using the 

full AOA in Figure 2. All angles determine the range in front 
as the same line Therefore, arc is determined by the two base 
stations, theirs line and fixed angle. And mobile position‘s 
range is determined by its arc. Mobile u is located in 

intersection of  
1 2, ,b u b  which are determined by

1 2b ub ‘s 

angle and 
1 2b b  line.  

These AOA techniques need LOS between the base 
station and mobile. In a multipath environment, it is difficult 
to measure AOA because of NLOS, which introduces range 
error. These errors are bigger when the distance between 
mobile and base station is longer. So the positioning 
performance degrades. 

SISO system is single antenna system that is currently 
used communication system.  It uses single transmit and 
receive antenna. Positioning accuracy in SISO system 
reduced by a delay under NLOS in multipath environments. 
When using AOA technique, due to this propagation delay 
the angle changes excessivly. Due to these problems in a 
network-based positioning with SISO TOA, TDOA and 
pattern-matching algorithms are widely used. 

iii. MIMO system based AOA positioning 

 

Fig. 3 Antenna configurations of MIMO system 

 

MIMO system that was developed conventional to SISO, 
it uses multiple antennas. Using multiple antennas based on 
send and receives multiple signals. The MIMO system is a 
key technology for 4G mobile communication. It can 
increase system capacity without adding bandwidth by 
transmitting simultaneous data in different antennas. In 
addition, it can reduce the distortion in multipath 
environments through spatial multiplexing when the same 
data transmits to each antenna from multiple transmitters. 
Based on these spatial multiplexing in MIMO systems, we 
can lead to more robust performance for positioning. 
Network based positioning will improve accuracy when 
increased number of base stations. Thus, MIMO system 
using multiple antennas lead to the same effect that use a 
large number of base stations during positioning without 
additional base stations.  Using multiple antennas, the 
positioning performance will be increased due to 
complementation of each signal‘s error in a multipath 
environment.  

For AOA positioning, we have to measure the received 
signal‘s angle from the base station. To accomplish this, we 
have to distinguish the signal sent by multi-path of the 
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received signal and find the first arriving path. These paths 
become LOS signals and we can measure angle using these 
LOS path.  

In this paper, SISO and MIMO based AOA positioning 
error is analyzed for determining the performance of MIMO 
based positioning in real communication environment. For 
this reason, we set up the channel had the Gaussian 
distribution, mean is LOS signal value and variance is 1. 
Transmitted signal is received through this channel. At this 
time, an azimuth of the received signal is changed randomly 
on the basis LOS component. This is to have set up the 
Rician fading channel model to include a LOS component.  

IV. MIMO based AOA positioning using the 
phase difference 

Another AOA positioning is possible if we use a 
characteristic of the MIMO system that has multiple 
antennas. The received signal at each antenna is will have a 
transmission delay due to the distance between antennas. An 
amplitude and phase of received signal at each antenna is 
differed by this delay. In this case, we use the phase 
difference of each antenna we can estimate the received 
angle of signal. AOA positioning is possible using the 
received angle of signal.  

 

Fig. 4 Azimuth estimate using the phase difference between antennas 

 

Figure 4 shows how to estimate the received angle that 
used a phase difference. D shows the distance between each 

antenna. 
1  shows the received angle of signal. We can 

calculate delay distance and delay time between each 

antenna using this. Delay distance can show to 1sind  , and 

we use a formula of a trigonometric function. We can 
calculate delay time as dividing delay distance by speed of 
light. A phase difference between antenna v1 and v2 can 
show product of frequency of transmitted signal and delay 
time. This can be expressed as follows 

                                  

 1s i n /f d C  .                          (1) 

where   is phase difference of each antenna and f  is 

frequency of transmitted signal and C  is the speed of light. 

The received angle of signal is estimated using the phase 
difference of each antenna as shown in (1). The received 
angle which is similar to LOS is got using these results, and 
the AOA positioning becomes possible. Because the AOA 
positioning is sensitive to change of the received angle due to 
multipath, it has a disadvantage to increase positioning error 
even if the angle has a little change. But the phase change of 
signal is smaller than the received angle change in multipath 
environment. Therefore the positioning error decreases when 
the AOA positioning to estimate the received angle using the 
phase difference is performed, and the phase difference can 
be calibrated using phase estimation. In conclusion, accuracy 
of the AOA positioning can increase in the multi-path 
environment. 

V.    Simulation result 

To check a positioning error characteristic based on 
MIMO and SISO, we simulated the AOA positioning, and 
made CDF (Cumulative Distribution Function) of 
positioning error distance through the repetitive simulation. 
In this way, we analyzed error distribution of each method. 

 

Fig. 5 Cumulative Distribution Function of AOA positioning error 

 
Figure 5 shows the error CDF of each method. Black line 

shows error CDF of SISO system based AOA positioning. 
Red line shows error CDF of MIMO system based AOA 
positioning. And blue line shows error CDF of MIMO 
system based AOA positioning using phase difference. Each 
error is shown with the difference of distance between actual 
mobile position and estimate position. 

Graphs depict the maximum distance error of SISO 
system based AOA positioning is approximately 70m. And it 
depict distributed mainly to 0~40m error. Also, the 
maximum distance error of MIMO system based AOA 
positioning is approximately 70m. But we can observe that 
less than 40m distance error appears much more compare 
with SISO system based AOA positioning. Otherwise, we 
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can observe that the maximum distance error of   AOA 
positioning using phase is 30m and it is very small compared 
to the conventional methods.  

An average error of each method is approximately 23m 
in case of SISO system based AOA positioning, that is 
approximately 21m in case of MIMO system based AOA 
positioning. And average error is approximately 14m in case 
of MIMO system based AOA positioning using phase 
difference. Through this, we can know that AOA positioning 
using multiple antennas is more accurate. Moreover, we can 
observe that the proposed method achieves more accuracy 
compared to AOA method only using received angle under 
the multipath environment. 

VI. Conclusions 

We analysis an error of MIMO and SISO systems based 
AOA positioning in multipath environment. Through this, 
we verified the performance of MIMO based AOA 
positioning in multipath environment. In MIMO based AOA 
positioning produces more correct location information even 
some signals have their azimuth angle changed greatly by 
multipath.  

In the case of the AOA positioning using the phase 
difference, the error distance is smaller than other methods. 
It is because the phase change of multipath is smaller than 
the received angle change, and we can estimate the received 
angle of signal at closely the received angle of LOS signal 
using this method. If the phase error is calibrated through 
channel estimation, we can estimate the closer received angle 
at LOS signal, and the AOA positioning accuracy will 
increase. 

Accordingly, MIMO based AOA positioning due to 
multipath is less sensitive to changes in azimuth and it has 
robust performance compare to SISO based AOA 
positioning. Moreover, MIMO based received angle estimate 
AOA positioning using the phase difference and it has robust 
performance compare to AOA using as an azimuth.  

We will use 4G communication systems including 
MIMO. 4G based AOA positioning compare to SISO based 

AOA positioning of the 3G communication systems are 
expected to have an excellent positioning performance. In 
addition to MIMO, key techniques of 4G mobile 
communication systems are expected to have an improved 
positioning performance based on development of various 
positioning methods. 
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Abstract—Frequency-domain equalization (FDE) based on 
minimum mean square error (MMSE) criterion is a powerful 
equalization technique for the broadband single-carrier (SC) 
transmission. However, the presence of timing offset produces the 
inter-symbol interference (ISI) and degrades the bit error rate 
(BER) performance. As the roll-off factor of the transmit filter 
increases, the performance degrades more. Recently, we 
proposed joint MMSE-FDE & spectrum combining which can 
achieve the frequency diversity gain while suppressing the 
negative impact of timing offset for the SC transmission. In this 
paper, we extend the joint MMSE-FDE & spectrum combining to 
include the antenna diversity reception. 

Keywords; Frequency-domain equalization, Nyquist filter, 
oversampling, timing offset, antenna diversity reception, single-
carrier transmission 

I. INTRODUCTION 
The broadband wireless channel is composed of many 

propagation paths with different time delays and the strong 
frequency-selective fading channel is produced [1]-[3]. 
Therefore, the bit error rate (BER) performance of the 
broadband single-carrier (SC) transmission degrades due to the 
strong inter-symbol interference (ISI). The use of the 
frequency-domain equalization (FDE) based on the minimum 
mean square error (MMSE) criterion can improve significantly 
the BER performance [4]-[6]. This is only true in the case of no 
timing offset between a transmitter and a receiver. 

In many spectrum-efficient wireless communication 
systems, a square-root Nyquist filter is used at the transmitters 
to limit the signal bandwidth and the same filter at the receivers. 
However, the presence of timing offset between a transmitter 
and a receiver produces the ISI and degrades the BER 
performance as the roll-off factor of Nyquist filter increases as 
shown in Fig. 1. The reason for this performance degradation is 
that, when the received signal is sampled by the symbol rate, 
the received signal spectrum is distorted since adjacent 
frequency-shifted spectra are given different phase rotations 
and overlapped if the roll-off factor of Nyquist filter is larger 
than 0.  

To solve the above problem, we proposed joint MMSE-
FDE & spectrum combining [7]. The overlapping of spectra 
phase-rotated due to the timing offset can be avoided by 2-
times oversampling. Therefore, when MMSE-FDE is applied 
to the oversampled received signal, the spectrum distortion due 
to the channel frequency-selectivity and the phase rotation due 
to the timing offset can be simultaneously compensated. 

MMSE-FDE and the spectrum combining are jointly 
performed to restore the ISI-free spectrum over the desired 
frequency range. The proposed MMSE-FDE can achieve a 
better BER performance as the filter roll-off factor increases. In 
our previous paper, we assumed the single antenna reception. 
The combination of MMSE-FDE and antenna diversity 
reception significantly improves the BER performance of the 
SC transmission [6]. In this paper, we extend the joint MMSE-
FDE & spectrum combining to include the antenna diversity 
reception. 

The remainder of this paper is organized as follows. Section 
II presents the system model of the proposed MMSE-FDE. The 
computer simulation results are discussed in Sect. III. Section 
IV offers some conclusions. 
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Fig. 1  BER performance of the conventional MMSE-FDE in the 

presence of timing offset. 

 

II. JOINT MMSE-FDE & SPECTRUM COMBINING WITH 
ANTENNA DIVERSITY 

In Fig. 2, the receiver structure of the SC transmission 
using the proposed joint MMSE-FDE & spectrum combining is 
illustrated. First, the received signal of each receive antenna is 
oversampled at a faster rate than the symbol rate to avoid the 
spectrum overlapping. When the square-root raised cosine filter 
is used as transmit filter, the spectrum overlapping can be 
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avoided by using double oversampling (the received signal 
sampled at the rate 2/Ts), as shown in Fig. 3. Then, MMSE-
FDE is applied over the frequency range of cc NkN <≤−  to 
simultaneously compensate for both the phase rotation due to 
the timing offset and the spectrum distortion due to the channel 
frequency-selectivity. Finally, the spectrum combining (or the 
frequency-domain down sampling) and antenna diversity 
combining are performed to recover the desired signal 
spectrum over the frequency range of 2/2/ cc NkN <≤− . 
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Fig. 2  Receiver structure of SC transmission using the proposed joint 

MMSE-FDE & spectrum combining. 
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Fig. 3  Signal spectrum after double oversampling. 

 

A. Signal representation 
At the transmitter, the data-modulated symbol sequence is 

divided into a sequence of Nc-symbol blocks, where Nc is the 
size of fast Fourier transform (FFT). An Ng-symbol cyclic 
prefix (CP) is inserted into the guard interval (GI) of each 
symbol block. The GI-inserted symbol block is transmitted 
after passing through the square-root Nyquist transmit filter to 
limit the signal bandwidth.  

The transmitted symbol block is received at the receiver via 
a frequency-selective fading channel. The n(=0~Nr−1)th 
antenna received signal oversampled at the rate 2/Ts can be 
expressed as 
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where Es is the symbol energy, hn,l and τl are respectively the 
complex-valued channel gain with 1][1
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l lnhE and delay 
time of l-th path, {s(m);m=0~Nc−1} is the transmitted symbol 
block, ν(i) and η(i) are respectively the inter-block interference 
(IBI) and the filter output of the additive white Gaussian noise 
(AWGN) with zero mean and variance 2N0/Ts with N0 being 

the single-sided power spectrum density, ϕ(t) is the transmit 
filter impulse response, and Δn is the timing offset. In this paper, 
we assume that the root raised cosine filter with the roll-off 
factor α is used as the transmit filter.  

After the removal of 2Ng-sample CP, 2Nc-point FFT is 
applied to transform the oversampled signal block 
{rn(i);i=0~2Nc−1} of the nth receive antenna into the 
frequency-domain signal {Rn(k);k=−Nc~Nc−1}. The kth 
frequency component Rn(k) can be expressed as 
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where ),(~
nn kH Δ , S(k), Nn(k), and Πn(k) are the overall 

(transmit/receive filter + channel) transfer function, the signal 
component, the IBI component, and the noise component, 
respectively. ),(~

nn kH Δ  and S(k) are respectively given as 
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where Hn(k) is the channel gain at the kth frequency given as 
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Φ(k) is the transfer function of the transmit filter given as 
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),(~
nn kH Δ  can be estimated by using pilot-assisted channel 

estimation [8]-[10]. From Eq. (5), it can be understood that the 
copies of the original spectrum are phase-rotated due to the 
timing offset and frequency-shifted by an integer multiple of 
2/Ts .  

B. Joint MMSE-FDE & spectrum combining 
One-tap MMSE-FDE is performed over the frequency 

range of cc NkN <≤−  to simultaneously compensate for both 
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the phase rotation due to the timing offset and the spectrum 
distortion due to the channel frequency-selectivity as 
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where Wn(k) is the MMSE-FDE weight. 

After MMSE-FDE, the spectrum combining and antenna 
diversity combining is performed to restore the ISI-free 
condition over the desired frequency range 

2/2/ cc NkN <≤−  as shown in Fig. 4. The frequency-domain 
signal after the spectrum combining and antenna diversity 
combining is given by 
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The frequency-domain signal }12/~2/);({ −−= cc NNkkR
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after MMSE-FDE and spectrum combining is transformed by 
Nc-point IFFT into the time-domain signal block for succeeding 
data demodulation. Below, we derive the MMSE-FDE weight. 

We define the equalization error e(k) after the spectrum 
combining at the kth frequency as 
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where 2/2/ cc NkN <≤− . The MMSE weight {Wn(k); 
k=−Nc~Nc−1} for joint FDE & spectrum combining which 
minimizes the MSE E[|e(k)|2] can be derived as 

 

Nc0−Nc

Frequency index k

A
m

pl
itu

de

−Nc /2 Nc /2

Copy

Restore ISI-free 
condition

 
Fig. 4  Spectrum combining. 
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where Λn(Δn) denotes the signal-to-IBI plus noise power ratio 
(SINR) given by 
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Since ),(~
nn kH Δ  includes the transfer function of the transmit 

filter, the MMSE-FDE weight also takes a role of the receive 
filter matched to the transmit filter (this is the reason why no 
receive filter is necessary in the receiver structure of Fig. 2). 

III. COMPUTER SIMULATION 

A. Simulation condition 
The computer simulation condition is summarized in Table 

I. We assume QPSK data-modulation, a signal block length of 
Nc=256 symbols, and a CP length of Ng=32 symbols. The 
propagation channel is assumed to be L=16-path frequency-
selective block Rayleigh fading channel having uniform power 
delay profile. The receiver has Nr(=2, 4) antennas. The timing 
offset Δn normalized by the symbol duration Ts is assumed to 
be uniformly distributed over [−0.5, 0.5] for n=0~Nr−1. The 
ideal channel estimation is also assumed.  

TABLE I.  SIMULATION CONDITION 

Data modulation QPSK 
Block length Nc=256 

CP length Ng=32 

Channel model 

Frequency-selective block 
Rayleigh fading 

Power delay 
profile L=16-path uniform

Transmit filter Root raised cosine filter 
Roll-off factor α=0~1 

Receiver 

No. of receive 
antennas Nr=2, 4 

Timing offset Δn∈[−0.5, 0.5] 
(n=0~Nr−1) 

Channel 
estimation Ideal 
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B. Impact of timing offset on the conventional MMSE-FDE 
Figure 5 plots the average BER performance of the 

conventional MMSE-FDE as a function of the average received 
bit energy-to-noise power spectrum density ratio 
Eb/N0(=0.5(Es/N0)(1+Ng/Nc)) per receive antenna. For 
comparison, the BER performance for Nr=1 and Δ0=0 (no 
timing offset case) is also plotted.  

As shown in Fig. 5, as Nr increases, the BER performance 
significantly improves compared to the case of Nr=1. However, 
when the timing offset is present, the BER performance 
degrades as α increases. This is because, as α increases, the 
overlapping interval of adjacent spectra which are phase-
rotated due to the timing offset becomes wider, thereby 
enhancing the spectrum distortion. When α=0, the 
conventional MMSE-FDE in the presence of timing offset 
achieve almost the same performance as in the no timing offset 
case. This is because phase-rotated adjacent spectra do not 
overlap and therefore, no spectrum distortion is produced. 
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Fig. 4  Impact of timing offset on the conventional MMSE-FDE. 

C. BER performance of the proposed joint MMSE-FDE & 
spectrum combining 
Figure 6 plots the BER performance of the proposed joint 

MMSE-FDE & spectrum combining with α and Nr as 
parameters. For comparison, the BER performances for Nr=1 
are also plotted. 

The proposed joint MMSE-FDE & spectrum combining 
can achieve almost the same performance as in the no timing 
offset case irrespective of Nr and α. Furthermore, the 
performance of joint MMSE-FDE & spectrum combining 
improves as Nr and α increase. The reason for this is that, as 
the signal bandwidth becomes wider, the proposed joint 

MMSE-FDE & spectrum combining with antenna diversity can 
achieve increased frequency diversity gain due to joint 
equalization and frequency and antenna diversity combining.  
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Fig. 4  BER performance of joint MMSE-FDE & spectrum combining. 

IV. CONCLUSION 
In this paper, we extended the joint MMSE-FDE & 

spectrum combining to include the antenna diversity reception. 
The joint MMSE-FDE & spectrum combining can provide 
almost the same performance as in the no timing offset case 
and much better performance due to larger frequency diversity 
gain as the filter roll-off factor and the number of receive 
antennas increase. 
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Abstract—A novel spiral antenna with miniature configuration is 

proposed by introducing lumped resistive loading along the 

spiral arms. A transmission-line model incorporating the loss 

resistance is introduced to help study the method. Numerical 

simulation examples have been demonstrated that antenna size 

could be reduced significantly while maintaining the axial ratio 

characteristics. A partly loading structure was investigated to 

raise the gain at lower frequencies. The designed antenna was 

implemented and measured, which achieved a size reduction of 

58%.  

 
Keywords-spiral antenna; miniaturization; resistive loading; 

axial ratio 

I.  INTRODUCTION  

Circularly polarized antennas have significant applications 
in wireless communication, especially in satellite 
communications. Spiral antennas have attracted significant 
attention since their introduction in the late 1950s because of 
their circular polarization and wide bandwidth [1]-[2]. For the 
typical wire spiral antenna, the above mentioned advantages 
come at the price of antenna size. Three conditions should be 
satisfied to radiate circular polarization wave from spiral 
antennas at one frequency, 1) there must be one turn in the 
spiral whose length is equal to the current wavelength; 2) the 
current is lossless on this turn; 3) current on the arms should be 
travelling wave. Due to the three conditions the aperture of 

traditional circular spiral is limited by 
maxD= /e  [2] and the 

physical size at the low-frequency becomes too large for 
practical applications. Therefore, the concept of spiral antenna 
miniaturization was investigated quite intensively in recent 
years. In previous researches, most work on miniaturizing 
spiral antennas attempted to meet condition 1and condition 3 
assuming that condition 2 was always satisfied. There are two 
ways to meet condition 1, one is to increase the physical length 
of the turn, and the other is to reduce the guided wave’s 
wavelength within the antenna structure. A proper termination 
is useful to suppress the travelling wave reflection from the end 
of the spiral [3]. A square spiral or planar zigzag/ meandrous 
spiral rather than a traditional circular spiral can be used to 
increase physical length [4], while dielectric loading [5] and 
distributed/lumped reactive loading (adding distributed/lumped 
reactive components to the conducting arms) [6]-[8] were 

investigated to reduce the wavelength. All of these methods 
have performed well in reducing antenna size. However they 
were designed under the assumption that there was no 
transmission loss on the arms. In lossless transmission-line 
model the wavelength only concerned with circuit 

elements ( , )C L at one frequency, where C and L refer to the 

unit-length capacitance and inductance. Meanwhile it is also 
proportional to R in lossy transmission-line model. This means 
that one can reduce the wavelength by introducing lumped 
resistive loading on the arms, however, the introducing of 
resistive loading destroys condition 2. So whether the antenna 
miniaturization can be achieved while maintaining the circular 
polarization properties is a question which is worth further 
researching.   

The preliminary assessment of the above mentioned 
method is presented in this paper. Then a 96mm diameter spiral 
operating at 420MHz-500MHz with AR (axial ratio) < 4 and 
VSWR < 2:1 is optimized based on simulation and 
measurement.  

 The remaining structure of the paper is as follows. Section 
II presents the theoretical basis of the method and the 
verification by simulation (using HFSS). An example takes 
advantage of this method for antenna miniaturization is 
introduced in Section III followed by the conclusion drawn in 

Section Ⅳ. 

II.  ANTENNA MINIATURIZATION USING LUMPED  

RESISTIVE LOADING APPROACH  

Most spirals were investigated under the assumption that 
there was no loss on the arm, therefore a lossless transmission 
line model could be used to help study the antenna. In the 
context of the lossless transmission line model we have 

2

LC





  

The correspondences between the material parameter 

( , )   and the circuit elements ( , )L C are L  and 

C  [6].This is the reason why previous antenna 

miniaturization was focused on increasing the equivalent 
permittivity and permeability to reduce the wavelength. If 
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taking the transmitting loss into consideration a transmission 
line model with a loss resistance R is employed. Now the wave 
is decided by  
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This indicates that the wavelength is inversely proportional 
to the loss resistance in transmission line model. The 
attenuation constant is increased when reducing the spiral size 
by raising the loss resistance, this will do harm to the gain of 
antenna but its effect on AR is uncertain. Lumped resistive 
loading spirals were developed to investigate it. For these 
configurations the following geometrical parameters apply 

(presented in Fig. 1): Archimedean growth rate15.4 /mm rad , 

maximum growth angle
max 6  , and arm 

width 2w mm and aperture dimensions of 96 96mm . The 

circular spiral was printed on a 2mm thick FR4 substrate 

( 4.2, tan 0.02r    ). The arms were populated with 

resistive loads placed approximately min10
10

mm


 apart 

resulting in 33 per arm.  

Resistance

 

Figure 1.  Structure of lumped resistive loaded spiral antenna  

The antenna performance of AR and Gain between 
100MHz-2GHz of the antennas with various R are shown in 
Fig. 2.   

  

 

 

 
Figure 2.  Simulation results of an spiral antenna with different resistive 

loadings. 

From Fig. 2 it is observed that the AR of spiral can be 
reduced when doing antenna miniaturization by loading 
lumped resistance and the impedance increases with higher 
miniaturization. However, the gain of these configurations 

decreasing seriously when 1GHzf  , this maybe results from 

three reasons：1) the spiral is electrically small and can be 

thought of as a small dipole antenna when loading lightly, 2) 
loss caused by the resistances becomes large when loading 
heavily, 3) the return loss worsened when loading heavily. For 
raising the gain at low frequencies we can use lumped resistive 
loading only at the outer region of the spiral. By this method 
the performance at middle frequencies will be deteriorated, 
however, it is verified practical when the operating frequency 
band is narrow.  

III. EXAMPLE OF ANTENNA MINIATURIZATION USING THE 

PARTLY LOADING CONCEPT 

A 420-500MHz spiral with 96mm diameter was devised 

taking use of the method motioned above. The geometrical 

parameters of the substrate were same with the ones in Section
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Ⅱ except that the resistances were distributed along the last 

quarter arm and the number of them was reduced to 15 per arm 

(shown in Fig.3).  

 
Figure 3.  Partly resistive loaded spiral antenna  

Two 35mm thick absorber with unknown parameters, 
which made it more difficult to design, and a balun converting 
50 input to188output were employed(shown in Fig.4). The 

entire antenna is enclosed by a plastic cavity. Fig. 5 is the 
photo of the fabricated spiral antenna. 

 

 

(a)

(b)

 
Figure 4.  (a) Absorber with unknown parameters (b) balun employed in the 

antenna 

Although the high dielectric constant of the absorber 
benefited the size reducing, it increased the difficulty of 
designing due to its unknown parameters. The iteration of 
simulation and measurement was used to estimate the 
equivalent parameters concerned with AR, which is a high light 
in the investigation, beyond the scope of this letter and will be 
discussed in another paper. The antenna was significantly 
affected by the existing balun, because it had a lower frequency 
limit at 420MHz and an insufferable height of 80mm which 
prevented from reducing antenna size. A set of resistances were 
obtained to meet the specification by optimizing, the 
resistances along the arm from inside to outside were 8.2, 10, 

15, 18, 24, 30, 33, 20, 24, 27, 30, 33, 36, 39, 43(Ω ).  

 

Figure 5.  Photo of the fabricated spiral antenna  

The bore-sight axial ratio, bore-sight gain and voltage 
standing-wave ratio of this antenna are presented in Fig. 6, with 
the measurements done at the anechoic chamber in UESTC. 
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Figure 6.  Measured results of a partly resistive loaded spiral antenna. 

From Fig.6 antenna’s axial ratio of AR < 4 was achieved 
throughout the band of 420-500MHz which needed a 227mm 
diameter for traditional circular spiral. The gain of the antenna 
was significantly raised by using partly loading and the 
employing of a balun.  

IV. CONCLUSION 

The use of lumped resistive loading for antenna 
miniaturization while maintaining axial ratio characteristics is 

presented in this paper. A novel lossy transmission line model 
with loss resistance R was introduced to help understand this 
method. Simulation and experiment provided a demonstration 
of this concept. Simulation of full lumped resistive loading 
show it can indeed keep the AR<3dB at or even lower than 
100MHz when resistances were properly chosen. This is at the 
price of sacrificing the gain of antenna. A spiral antenna with 
96 mm diameter was designed to operate at 420-500 MHz and 
a more than 58% size reduction was achieved. The 
measurement results show that excellent circular polarization 
property is achieved and the gain was significantly raised by 
partly loading instead of fully loading. 

We conclude the paper by noting that better performance 
can be achieved at low frequency by optimizing the topology 
of resistive loading. And the improvement of the balun is also 
needed to reduce the size of antenna at lower frequencies. 
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Abstract— In this paper, we present a speech and hand gesture 

fusion recognition interface for the control of home automation 

systems. The investigation of this recognition has been the 

focus of research about multimodal interfaces for speech 

recognition with real-time hand gesture recognition using 3D 

depth camera. Voice command recognition is commercially 

successful systems for the home automation control. However, 

continuous voice command system produces poor performance 

due to the misrecognition of the non-command voice, noise and 

conversational voice. In this system, as auxiliary information 

hand gestures are used for voice activity detection (VAD) in the 

speech recognition. With the improved VAD performance, the 

proposed system has robust performance under noisy 

environment. Our gesture recognition process was performed 

Support Vector Machine (SVM) classifier method and tracking 

method using Kalman-filter. Further, our speech recognition 

system uses multi-path HMnet model with the Julius system. 

Keywords- Home automation system; multi-path HMnet 

model; speech and hand gesture fusion recognition; voice activity 

detection  

I. Introduction 

Hand gestures and speech constitute one of the most 
important modalities. The investigation of this phenomenon 
has been the focus of research about multimodal interfaces 
for speech and hand gesture recognition in Human Machine 
Interaction (HMI). Recently, speech recognition system is 
widely used in navigation and smart phone because of that 
easy handling is possible. Speech recognition system needs 
simple and reliable operation that when people watch TV, in 
the normal condition state, voice input has to be stopped and 
in the voice input state, has to reduce environment noise and 
recognize speech. In the past, speech recognition system use 
button control to start action of recognition. In the control of 
home appliances, people should be able to input voice to 
maximize the convenience of speech recognition anywhere 

and anytime without additional method such as button device. 
However speech recognition system is mistaken on the fly 
mode, because of background noise, conversations between 
users, noise of TV and radio, and etc. Therefore, various 
non-voice rejection methods have been proposed for 
real-environment speech recognition 

For reject function of abnormal voice input, previous 
methods have been researched as follows: 

Using speech recognition result with confidence measure 
in the post-processing [1] 

Using predefined control commands recognition in the 
post-processing 

Using probability difference in the post-processing 

Distinguish voice and non-voice using pitch information 
in the preprocessing [2] 

Limit voice input area using microphone array [3] 

Multimodal system use hand-gesture recognition to 
independent control method rather than additional 
information method for speech recognition. So, proposed 
system is able to implement robust voice activate detection 
(VAD) and to describe degree of size information. 

Speech recognition system is able to quickly control 
using large vocabulary word recognition but it is difficult to 
detect degree and amount of volume and time bar control. 
Hand-gesture recognition system is able to implement HMI 
system satisfying immediate and continuity. Using speech 
and hand-gesture, we can implement HMI to prevent error in 
the real world environment and to satisfy immediacy and 
continuity. There has been various research on hand gesture 
recognition. In general, hand gesture recognition system is 
divided into mono-vision system and stereo-vision system. 
Mono-vision system detects hands using mono-camera but, it 
depends on image brightness and user‘s location. 

[ECC2011_O_17] 
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Stereo-vision system detects hands using depth map of stereo 
images but, it depends on image brightness. In particular, by 
using visual markings on the hands, previous researchers 
have recognized sign language and pointing gestures [4-6]. 
However, these methods require the placement of markers on 
the hands. The marking-free systems of [7, 8] can recognize 
specific finger or pointing events, but not general gestures. 
Employing special hardware or offline learning, several 
researchers have developed successful systems to recognize 
general hand gestures [9-13]. Blake and Isard [14] have 
developed a fast contour-based tracker in which they applied 
to hands, but the discrimination of different hand poses is 
limited. Extensive research has been conducted on hand 
gesture recognition for digital images [15, 16]. However, it‘s 
still ongoing research as most papers do not provide a 
complete solution to the previously mentioned problems. 
Range cameras can simultaneously capture a full 3D point 
cloud with an array sensor at video rates. They offer great 
potential for real-time measurement of static and dynamic 
scenes [17]. Investigation on 3D range cameras for automatic 
gesture recognition is in its infancy. However, some research 
has been conducted in this area [18, 19].  

The final aim of this research is to design and build a 
human-machine interface using the 3D information provided 
by a range camera for automatic and real time identification 
of hand gesture. In this paper, we focus on two applications. 
The first one recognize the number of raised fingers that 
appear in a hand gesture and the second is intended for 
moving an object in a virtual environment using only a hand 
gesture on the acquired images. For a real-time application, 
the expectation is to obtain the best possible images of the 
hand gesture within the lowest possible time. Some 
experiments have been conducted with the purpose of 
defining the best configuration for imaging the hand. This 
configuration includes, the distance between the hand and 
the camera, the influence of the integration time of the 
camera, the amplitude threshold, and the lighting conditions 
of the environment, the surrounding objects and the skin 
color. 

This paper is organized as follows. Section 2 introduces 
various non-command rejection methods. Next, Section 3 
describes hand-gesture recognition method using 3D depth 
camera. In Section 4, we propose speech hand-gesture fusion 
multimodal system with multi-channel speech-tube 
recognition. Finally, we draw our conclusions in Section 5. 

II. Non-Command Rejection Method 

In the control of home appliances, people should be able 
to input voice to maximize the convenience of speech 
recognition anywhere and anytime without additional 
method such as button device. On the fly, however, speech 
recognition system mistakes because of background noise, 
conversations between users, noise of TV and radio. 
Therefore, it has been proposed a various ways to minimize 
the malfunction such as figure 1. 

In general, preprocessing step of speech recognition for 
Voice Activation Detection (VAD) is to press the button to 
reduce the malfunction of abnormal speech input 

(Ravichandran et al., 2007). But, in the case of method 1, if a 
pitch frequency occurs for more than a certain amount of 
time, VAD was started and in the case of method 2, system 
recognizes user‘s position as nearness using camera, 
ultrasonic, and laser sensor, it was stared. In addition, it is 
proposed to recognize and estimate user-position using 
multi-microphone sensor and beam-forming method for 
VAD (method 4), method 5 is proposed to YIN pitch 
detection, which is entered by voice, a voice region by 
analyzing the reliability voice and nasal to determine 
availability. 

Single microphone

Single microphone

4) Blind source separation 

using microphone array

/ Beamforming

Recognition 

Engine
Single microphone

Single microphone

5) Non-voice rejection 

using YIN pitch

6) Result rejection using confidence measures

7) Result rejection using pre-selected command

8) Result rejection using probability with rank

Home 

appliance 

control 

1) Active VAD

using pitch information

2) Active VAD

using speaker position

3) Active VAD

using additional information

 

Figure 1. Various non-command rejection method 

 
Typically, rejection function for the post-processing step 

has been used three methods such as speech recognition 
result (method 6), control commands recognition (method 7), 
and probability difference (method 8). But, when 
post-processing of method 6, 7, and 8 are used, if the 
absolute threshold is increased to prevent malfunction, 
rejection rate is also increased. And when pre-processing of 
method 2, 4, and 5 are used, it is difficult to distinguish 
control commands speech from general one. Therefore, this 
paper proposes robust recognition method of VAD starting 
condition using hand gesture for real world environment. 

III. Hand-Gesture Recognithion 

A. Hand-gesture Recognithon 

After detection of the hand information from the captured 
scene, multiple step based recognition has been designed 
(Figure 5). First, hands are tracked by using Kalman filter. 
And then, the following step is the extraction of the hand 
gesture motion feature. To avoid a time-consuming 
segmentation on every acquired frame, tracking the hand 
gesture appears to be an appropriate alternative. The Kalman 
filter is a suitable tool designed for this purpose (Stenger et 
al., 2001). It is used to predict the position of the hand in the 
coming frame and after having measured the actual position 
of the hand in that frame, this prediction is corrected and the 
adjusted value is used for the prediction in the following 
frame. The Kalman filter is thus a recursive estimator for 
linear processes. 
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To track the hand gesture, we consider the centroid of the 
hand region. Then, we extract features in the following steps. 
A sequence of hand motion vectors are given by the 
hand-tracking module. Then we normalize the sequence by 
the normalization coefficient and quantize the selected 
motion vectors to make a feature to be used in gesture 
recognition. For input video, we can extract a feature as a 
string of symbols as describes above. Then we should 
classify the feature into one of the gesture classes. To 
accomplish this, we use a support vector machine (SVM) as 
a classifier, which is one of the best classifiers in general 
(Cortes et al., 1995). Our algorithm recognizes four types 3D 
hand gestures of push, pull, turn-right, and turn-left. 

B. Position Tracking 

Position tracking can provide improved results in noisy 
situations and generate other useful metrics important for the 
primary system objective. Kalman filtering provides a way to 
incorporate a linearized version of the system dynamics to 
generate optimal estimates under the assumption of Gaussian 
noise. Kalman filtering also provides estimates of state 
variables that are not directly observable, but may be useful 
for the system. It is important to have metrics such as rates of 
change of position robustly estimated. The Kalman filter [20] 
state variables are updated using the hand-position and angle 
estimates along with measurements of hand-moving-angle 
and moving velocity. 
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These measurements are then used to update the 
discrete-time Kalman filter for the hand state. The system 
and measurement equations as well as the Kalman update 
equations at time are detailed in (1)–(6). The initial values 
for the estimation error covariance and state-noise 
covariance were determined by empirical testing. The 
measurement vector consists of the hand position, 
hand-moving angle, and hand size. 

C. Motion Feature Extraction 

After position tracking procedure, we extract motion 
feature by using vectors normalization and quantization 
method. By using vector quantization (VQ) we can transform 
a sequence of motion vectors into that of symbols 
(codewords). Vector quantization has been used in many 
applications such as image and voice compression and 
recognition. A vector quantizer consists of a codebook and a 
quantization function as follows:  

}1|{ Kj NjYM 
   (7) 

MXq XN

ii 1}{:
    (8) 

where M  is a set of codewords, called a codebook, q  
is a quantization function that associates each input data 

iX ‘s to a code. In the experiments, the quantization function 
q maps the motion vectors to the nearest codeword. To build 
the codewords, we perform the K-means algorithm to find 
K  centroids using all four dimensional tracked training 
motion vectors of the concatenated left and right hand 
motion vectors. We implemented the K-means algorithm 

with 20K  for vector quantization and assigned an integer 
number to each cluster. The size for code normalization was 
10. 

D. Gesture Recognition by SVM 

To perform SVM , we should make sure that all features 
are in the same space so we need to make the size of features 
a constant length. In SVM, we used to the radial basis kernel. 
For multi-class classification we adopted the one-per-class 
(OPC) strategy to find class boundaries of all classes. 

IV. Speech and Hand Gesture Fusion  

Multi-modal System 

In general, speech and hand gesture recognition for 
multi-modal control system of information electronic 
appliance are used. Table 1 shows that voice recognition is 
able to quickly control using word and vocabulary 
recognition but it is difficult to detect degree and amount of 
volume and time bar control. Therefore, in this paper, it is 
proposed speech and gesture fusion multi-modal system for 
robust operating performance of information electronic 
appliance on the real world environment. 

A. Speech Hand-gesture Fusion 

A role of gesture recognition of proposed fusion 
recognition using 3D camera and microphone array is 
designed as follows: 

Push/Pull gesture : start/stop VAD 

Turning gesture: volume control and moving contents 

 First, when people open and hold out his hand (push 
action), VAD is started. On the contrary to this, when people 
hold in his hand (pull action), VAD is stopped. When voice 
is inputted, if this system recognizes action of VAD stop, 
VAD is stopped after continuous voice input. 3D camera 
uses to recognize the push and pull action and to reduce error. 
Therefore, in this system, gesture mode is operated when 
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speech recognition part detect voice commands of scroll 
action such as ‗volume‘, ‗music list‘, and etc. 

B. Multi-channel Speech-tube Recognition System 

Figure 2 shows block diagram of the proposed 
multi-channel recognition speech-tube recognition system. 
This system is composed of speech input control software 
module, independent recognition engine software module 
using socket, and analysis module of recognition results and 
each module is connected to tube. 

 

Figure 2. Block diagram of the multi-channel 
speech-tube recognition system 

 

Features of this proposed system are received voice input 
to 16 channels and speech recognition is possible for each 
channel (case one). Moreover, in the part of case two, 
multiple recognition engines are used in individual voice. In 
other words, this system can receive voice input from several 
directions and can recognize multi-function and 
multi-vocabulary from one voice using multi-speech model. 
Figure 3 shows multi-channel recognition system, proposed 
system, for home automation. This system use independent 
four channel microphone arrays and control start TV, audio, 
VoIP telephone, and lamp. 

 

Figure 3. A developed application for home automation 

V. Conclusions and Future Works 

This paper primarily discusses several key issues related 
to multimodal interfaces for speech and hand gesture 
recognition and presents developed fusion system with 
multi-channel speech-tube recognition. Hand-gesture of 
proposed system recognizes hand action to control start and 
stop conditions of VAD and to recognize degree of scroll 
such as volume control. Speech recognition uses Julius 
engine of multi-elements and speech-tube method using 
multi-channel microphone. In case of hand-gesture 
recognition, 3D depth perception improves performance, 

Kalman-filter is used, the direction vector recognition using 
SVM classifier were performed. We are planning to apply 
our method to wide area recognition and various real-time 
tests in real-environment. 
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Abstract—We demonstrated basic characteristics of cylindrical 

resonant cavities with micro-structured cavity walls. The cavity 

was surrounded by a circular dielectric waveguide with periodic 

rectangular corrugation. This periodic corrugation produces a 

function called Guided-Mode Resonance (GMR). GMR exhibits 

very high reflectivity at a resonance wavelength. Fundamental 

characteristics of the resonant grating mirror and the cavity were 

investigated through numerical simulation. Results obtained 

indicate that such a structure can be useful for the construction 

of large area single-mode resonators.  

 

Keywords- guided-mode resonance; grating; cylindrical 

resonator; quality factor; single-mode; FDTD 

 

I.  INTRODUCTION  

High quality factor (Q) optical cavity is a fundamental 
building block for a number of optical devices from 
communication to sensing fields, such as wavelength filters, 
biosensors, and gas sensors. To construct such cavities, low-
loss and highly reflective mirror structures with large degree of 
freedom in performance designing are needed. For this propose, 
structures that make use of Bragg reflection phenomena in 
dielectric periodic structures, such as multilayer or photonic 
crystals, have been widely utilized.  

On the other hand, another class of reflection mechanisms, 
called Guided-Mode Resonance (GMR), have been gathering 
interests due to its highly wavelength sensitive characteristics 
and high reflectivity regardless of their simple configuration.  
GMR occurs as an interaction between an incident plane wave 
and a leaky mode of a periodic slab waveguide (Resonant 
Gratings: RGs). The RG traps the externally incident plane 
wave into its guiding layer. Enhancement of reflectivity occurs 
at a specific wavelength as a result of constructive interference 
of radiated waves escaping out from the guiding layer at each 
grating period [1, 2].  In spite of its practically-useful 
properties, almost all the former studies about RGs were based 
on a structure on a flat substrate. Therefore their application 
has been force limited to the fields where plane waves were 
assumed [3 - 5].  

We have recently demonstrated that a thin film grating on a 
curved surface also exhibited GMR for concentric waves. 

According to our analysis it was confirmed that the reflectivity 
for cylindrical waves maintained > 99% if the curvature radius 
of the whole waveguide was, roughly, eight times larger than 
the grating period [6 - 8]. On the basis of this result, in this 
study we propose a cylindrical cavity that is surrounded by 
curved RGs, and clarify its resonance characteristics such as Q-
factors through numerical simulation. 

 

II. RESULT OF SIMULATION: CURVED RESONANT GRATING 

(1) Method of calculation  

 

 

Before analyzing the cavity we calculated the mirror 
characteristics of a curved resonant grating (CRG) first. The 
structure is shown in Fig. 1. The parameters indicated are based 
on [3]. Radius of the curvature (R) was defined as the distance 
between the center of the curvature and the surface of the 

grating. Pitch of the grating () was defined as the length of an 
arc at the inner surface. Duty ratio, full thickness of the guiding 
layer (dg + dw) and the depth of the grating (dg) was set as 1:1, 

0.72, and 0.33, respectively. Refractive indexes of the 
cavity, guiding layer, and outer space were 1.0, 2.15, and 1.45, 
respectively.  The structure is assumed to be uniform along the 
z axis.  

We calculated the characteristics of this CRG by two-
dimensional cylindrical coordinate version of the Finite-
Difference Time-Domain (FDTD) method. The computational 
domain was denoted by dotted lines in Fig. 1. The angular 

direction ( ) was truncated by one angular period.  Both ends 

Fig. 1 Schematic view of the curved resonant grating structure. RBC 
denotes radiation boundary condition. 
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of the  direction were connected by periodic boundary walls. 
The inner and outer bounds of the radial direction were 
terminated by radiation boundary condition (RBC) [9]. A pulse 
waveform with a finite duration having a center wavelength of 

 = 1.25 was launched from the inner space. The reflected 
wave was monitored near the position of excitation. 

Throughout this paper, we focused on TM polarization (Ez, H,  
Hr) only.  

(2) Results of simulation 

The results of calculation of resonance wavelength and 
peak reflectivity for RGs with various curvature radii are 
shown in Fig. 2. Horizontal axis corresponds to the ratio of 
pitch to radius (curvature). The left-edge of the figure 
correspond to flat RG (radius = infinity).  The figure indicates 
that the resonance wavelength of CRG increases with curvature. 
This can be explained by that the modal field of a bent 
waveguide usually shifts toward outside of curvature, which 

stretches the effective pitch length . Reflectivity almost 

maintains 100% if the curvature /R is smaller than 0.157. In 
this region, 50% bandwidth of the resonance peak (FWHM) 

was found to be the order of 0.05. Overall reflectivity, 
bandwidth and resonance wavelength were all kept as the same 
level as those of the flat RG structure. This indicates that this 
resonance peak comes from GMR. The reflectivity begins to 

decrease at about /R  0.157, and drops to 50% at /R = 

0.278. The resonance peak disappears finally at /R = 0.392. 
The major origin for this degradation will be a large radiation 
loss due to the waveguide bending. 

 

III. RESULT OF SIMULATION: CAVITY 

(1) Method of calculation  

Next, we investigated resonance characteristics of 
cylindrical cavities surrounded by CRG.  

Structure for the analysis is shown in Fig. 3. Reflective 
indexes and thicknesses are the same as shown in Fig. 1. Inner 
radius of the cavity was set so that the CRG represent almost 
100% reflectivity. We removed the inner RBC and extended 
the FDTD mesh to the center of the circular domain. A pulse 
waveform with a finite duration having a center wavelength of 

 = 1.25 was launched from the center of inner space. The 

transmission power was monitored at 2 away from the outer 
surface of the waveguide layer.  

Calculated resonance wavelengths of the cavity are shown 
in Fig. 4. GMR line of the CRG is shown by an almost flat 
dotted line. On this line, the CRG almost functions as a perfect 
mirror, while off the line the reflectivity drops immediately. 
Almost all the resonance wavelengths except near the GMR 
line are found to coincide with the lines drawn from upper left 
to bottom right. In this region, cavity wall almost behaves as a 
high index dielectric mirror with no periodic corrugation. This 
wall produces Fresnel reflection, thus in this paper, we call the 
resonance modes which are far away from GMR line “Fresnel 
modes”. Fresnel modes are determined by the following 
equation: 

 (1) 

where J0, n, k0 are the 0th order of Bessel function, reflective 
index, wave vector, respectively. On the other hand, in Fig. 4, 
the resonance wavelengths near the GMR line (outlined dots) 
are found to be anti-crossing. Hereafter we call the resonance 
modes around this region “GMR modes”. At the resonant 
grating, the apparent reflection plane is drastically shifted by a 
half wavelength near the resonance wavelength. The anti-
crossing in Fig. 4 can be explained by this characteristic. The 
dashed vertical lines in Fig. 4 show the structure where the 
cavity wavelength and the resonance wavelength by GMR 
become very close. These structures are expected to exhibit 
very high Q-factor where CRG represent almost 100% 
reflectivity.  

To verify this assumption, we calculated Q-factors of the 
cavity using equation (2) at the cavity wavelengths near GMR 
line in Fig. 4.  

We evaluated the Q-factor using the following relation: 

 

(2), 

 

where f, U(t0) and U(t0+t) are the resonance frequency, stored 

energy at t0 and  t0 + t, respectively.  

Q-factor can thus be directly calculated by the decay rate of 
the stored energy at the resonant frequency. Because the stored 
energy is proportional to the power escaping out of the cavity, 
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Fig. 2 Curvature vs GMR wavelength and reflectivity. 
Fig. 3 Schematic view of the cylindrical 

cavity  surrounded by CRG. 
Fig.4 Curvature vs cavity wavelength. 
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we evaluated it using the intensities of the pointing power 
flowing across a monitoring point outside the cavity. 

The result is shown in Fig. 5. The horizontal line and the 
dashed lines in the figure correspond to those in Fig. 4. This 
result clearly indicates that Q-factor is strongly dependent on 
the difference between the resonance wavelengths of CRG and 

the cavity. /R = 0.0781, the maximum Q-factor was found to 
reach more than 1.0 × 108. 

Next, we calculated Q-factors of various resonance modes 

for a specific structure (/R = 0.073, left dashed line in Fig. 4 
and Fig. 5).  

The result is shown in Fig. 6. This figure indicates that Q-
factor also reaches very high only if the cavity wavelength and 
the resonance wavelength coincide. These results imply that by 
appropriately designing the periodic structure of CRG, we can 
create nearly single-moded, wide-area circular cavity which 
has only one high-Q resonance mode in a wide range of 
wavelength.  

Next, we calculated electric field distributions of GMR 

modes and Fresnel modes of the structure of /R = 0.073. 

The results for a Fresnel mode at  = 1.992 and GMR 

mode at  = 1.893 are shown in Fig. 7 by solid and dotted 
lines, respectively. 

 In Fig. 7, the nodes of electric field of Fresnel mode were 
not clear because of the low reflectivity of CRG. Also the field 
of Fresnel mode was found to leak to outside of the cavity. On 
the other hand, the nodes of electric field of GMR mode are 
clearly found and the leakage is small. The field of GMR mode 
is also strongly confined in the guided layer. This indicates that 
the CRG itself is also under resonance.  

 

IV. CONCLUTION 

We analyzed the characteristics of the curved resonant 
grating, the resonance wavelengths and the reflectivity with 
various curvature radii. According to the results, we verified 
that the structure with 100% reflectivity exists if curvature is 
set larger than the adequate parameter. Next, we investigated 
the characteristics of cylindrical cavities surrounded by curved 
resonant gratings, the cavity wavelengths and Q-factor. 
According to these results, we demonstrated the possibility of 
single-moded, wide-area, high-Q circular cavity resonator 
thorough numerical simulations. 
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Abstract—This paper reports on the design methodology and 
realization of a power amplifier using a packaged Silicon Carbide 
metal–semiconductor field-effect transistor (SiC MESFET ） . 
The power amplifier was measured to have 32.4W（45.1dBm） 
output power at 1000MHz. The large signal model for packaged 
SiC MESFET is established with the consideration of parasitic 
effects introduced by package. The simulated results by 
implementing large signal model into commercial microwave 
simulator shows quite consistently with measurement results. 

Keywords-SiC;  FET;  Power amplifier;  Packaged transistor  

I. INTRODUCTION 
Wireless communications, medical microwave imaging, 

radars and other traditional military applications require 
superior performance of microwave transistors in power 
amplifiers to improve the performance of the system. The 
essential challenge to the designer of the power amplifier is 
applying the right circuit design topology and choosing a 
suitable semiconductor technology to intensify power 
capability over a broad bandwidth.  

With fast growing of the wide band-gap semiconductors - 
especially SiC and Gallium Nitride (GaN) - SiC and GaN 
transistors have achieved popularity due to their distinct high 
breakdown voltage, high electron velocity and high thermal 
conductivity [1]. 

The much higher output power density of wide band-gap 
transistors allows manufacturing much smaller size devices 
with the similar output power. The wide band-gap also enables 
the transistor to operate at higher temperatures. These attractive 
merits in power amplifier applications make SiC devices be 
widely applied in microwave, radio frequency (RF), radar and 
wireless communication power amplifiers. Numerous kinds of 
power amplifiers which utilized SiC MESFET have been 
reported [2]-[6]. 

SiC power amplifier MMIC technology is rapidly growing 
[7]. However it is expensive because of a large chip size 
particularly in the L and S frequency band. In addition passive 
components such as capacitor in MMIC should have a high 
breakdown voltage. According to these factors hybrid SiC RF 
power amplifier is still an important option which needs careful 
design considerations. 

This paper demonstrates the use of design procedures to 
manufacture a power amplifier from 950 to 1000 MHz using a 

SiC MESFET. 32.4W output power is obtained with 5.1 dB 
power gain at frequency 1000MHz.  

Section I is a brief introduction of SiC MESFET and its 
application in power amplifiers. In Section II, the power 
amplifier design method is presented. In section III the 
simulated and measured results of the implemented SiC 
MESFET power amplifier are discussed. Conclusions are 
presented in Section IV. 

II. DESIGN 

A. Modeling of the SiC MESFET 
Empirical nonlinear models have been extensively used in 

the modeling of field effect transistors (FET). Numerous kinds 
of methods have been used to improve the accuracy of the 
empirical nonlinear models of the SiC MESFETS [8]. 

 
Figure 1.  Large-Signal Equivalent Circuit for SiC MESFETs 

The SiC MESFET used in the power amplifier consists of 
30-mm gate periphery that composed of thirty 1-mm unit cells 
whose gate periphery has two 500-um gate fingers. The critical 
point in modeling the SiC MESFET is to have an accurate 
large signal equivalent circuit of the unit cell. Then the model 
of the whole SiC MESFET can be constructed by paralleling 
the unit cells.  

The empirical nonlinear model of the SiC MESFET used to 
simulate the performance of the power amplifier is shown in 
Fig. l [9]. Angelov model was used to model the non-linear 
gate capacitance of SiC MESFET. The gate-source capacitance 
can be written as:  

 [ ][ ]210 tanh(1 tanh(1CC Φ−Φ−= gsgs  (1) 
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Where 

       
2

dsds1 CVBVAΦ ++=    gsV112 B AΦ +=        (2) 

The gate-drain capacitance is described as: 

 )exp()]exp(1[CCC 2110d ΦΦ++= gdgdg  (3) 

Where 

 ds1 AVΦ =   gsV12 AΦ =  (4) 

The above nonlinear model has been integrated into Agilent 
Advanced design system (ADS) as a user-defined model using 
symbolic defined devices (SDD). SDD of the SiC MESFET 
integrated in ADS is shown in the Fig.2 below. 

 

Figure 2.  The SDD model of the Single Cell of SiC MESFET 

B. Simulation of the Package 
The Packaged SiC MESFETs are increasingly applied in 

communication systems in L and S band. Diversify approaches 
were proposed to extract package model [10].  

 

Figure 3.  Packaged SiC MESFET  

The packaged SiC MESFET used in the power amplifier is 
shown in Fig.3 above. Due to the complexity of precisely 
modeling parasitic effects introduced by the three dimensional 
package and mutual coupling of the gold wires and various 
elements within the package, development of modeling 
techniques to simulate the package is complicated since the 
package can contain tens of bonding wires.  

Consequently commercial three dimensional full-wave 
Electromagnetic field simulation software such as HFSS was 
often used to simulate the three dimensional package.  

Considering the size and complexity of a physically large 
packaged transistor and the complication and the computation 
time consumed in HFSS to obtain the S parameters, we 
segment the package into two symmetrical parts one of which 
is shown in the Fig.4 below. 

 

Figure 4.  The model of the Packaged SiC MESFET in HFSS 

The gold wires that were bonded to the gate and drain pads 
of the SiC MESFET in the package are often within close 
proximity, as illustrated in Fig. 4. Through simulation S 
parameter results can be obtained. The half package can be 
looked upon as a black box which has fourteen ports. The 
fourteen ports are described as: one port is the input of the half 
package, six ports connected to the gate pads of the SiC 
MESFET and seven ports connected to the source pads of the 
SiC MESFET. 

C. Design of the Power Amplifier 
The design steps of the power amplifier are described 

below: First the SDD model of the SiC MESFET is obtained 
and integrated into ADS. Then the package is analyzed by 
HFSS and we can get the S parameters of the package. Finally 
we use ADS to optimize the input and output matching circuits 
of the power amplifier. Fig.5 below is the detailed design 
strategy of the SiC MESFET power amplifier.  

 

Figure 5.  Designing strategy of the SiC MESFET power amplifier 

The simplified circuit schematic of the SiC MESFET 
power amplifier is shown in the Fig.6 below. The matching 
networks consist of microstrips and capacitors. The resistor 
RS1 and RS2 are used to improve the stability of the circuit. 
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The substrate used is RO4003C made by Rogers Corporation. 
The thickness of the substrate is 0.813mm. 

 

Figure 6.  Circuit schematic of the SiC MESFET power amplifier 

 

III. EXPERIMENTAL RESULTS 
The measurement setup of the SiC MESFET power 

amplifier (DUT) is shown in Fig.7. The input power signal was 
supplied by a driver power amplifier impelled by Agilent 
microwave signal generator E8257D. The output of the SiC 
MESFET power amplifier was attenuated by a 40dB attenuator 
and then measured through Agilent power meter N1912A. 
Fig.8 shows the simulated power gain and measured power 
gain of the power amplifier from 950MHz to 1000MHz. The 
measure power gain is between 5.0-5.5dB at the fixed input 
power of 40dBm across the band. The measured result fits the 
simulated result well, but with less measured gain in the low 
frequency band. The SiC MESFET was biased at VGS=-8V and 
VDS=+48V. 

 

Figure 7.  Measurement setup for power amplifier 

 

Figure 8.  Measured and simulated power gain of the SiC MESFET power 
amplifier versus frequency at a fixed input power of 40dBm 

The measured and simulated output power characteristics 
of the power amplifier at 1000 MHz is shown in the Fig.9. A 
maximum output power of 32.4W（45.1dBm）was obtained. 
Fig.10 is a photograph of the fabricated SiC MESFET power 
amplifier. 

 

Figure 9.  Measured and simulated output power of the SiC MESFET power 
amplifier at 1000 MHz 

 

Figure 10.  Photograph of the fabricated SiC MESFET power amplifier 

IV. CONCLUSION 
In this paper, an extensive design procedure for packaged 

SiC MESFET power amplifier has been presented. The 
proposed procedure has been demonstrated by implementing a 
power amplifier based on a packaged SiC MESFET. 
Experiment results verify the success of the submitted method. 
The measurement result show that 32.4W output power at 
1000MHz, about 5dB power gain from 950MHz to 1000MHz. 
Good agreement has been obtained between simulations and 
measurements. 
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Abstract— Wireless Sensor Networks (WSNs) are applied to 

many monitoring areas and are deployed for long periods of time 

using batteries. Present sensor nodes can perform many 

functions at the same time and are programmed by complex 

software. During the lifetime of sensor nodes, they are required 

to reprogram their software because of their new functions, 

software upgrade, and software bug fixes. The nodes are 

inaccessible physically or it is very difficult to upgrade their 

software by one by one. To upgrade the software of sensor nodes 

in WSNs remotely, this paper analyzes the efficiency and 

performance of software updates and protocols using the 

maximum distance method. Their performances are measured by 

upgrade times, the number of relay nodes, energy consumptions 

and error rates according to packet sizes. By the simulation 

results, 160 bytes or 192 bytes of packet size are fast update time 

and low error rates. 

Keywords-  software upgrade; data relay; node upgrade; node 

relay method 

I. Introduction 

Wireless Sensor Networks (WSNs) have been applied to 
many areas and are used for a long period of time until their 
batteries were exhausted. A few years ago, their performance 
and functions were very limited and were discarded without 
reusing or reprogramming them. But present sensor nodes for 
WSNs have been developed to reduce power consumption with 
the recent rapid advance of semiconductor technology.  

During the lifetime of nodes, sensor nodes needs to update 
software, fix software bugs, or reprogram new functions 
without discarding or removing them. But in many cases the 
nodes are not inaccessible physically and they are not modified 
by hand. In this case, a lot of costs and efforts are wasted if 
they are recollected or replaced them with new nodes. 
Therefore, it is required to upgrade their software remotely.  

In this paper, the performance of Maximum-Distance 
method is analyzed to find the size of packets to update 
efficiently. 

II. Related Works 

Many researches for WSNs are studied for low power 
consumption or data collection methods from nodes to their 
sink node efficiently. For efficient data transmissions, 
Intanagonwiwat et al. suggest direct-diffusion method [1]. But 
this research is focused on data aggregation and data 

transmission path. So it is not suitable for software updates 
since the data flow direction is reversed. Stephen et al. suggest 
a model for upgrading software in WSNs [8]. This model 
presents the theoretical approaches to upgrade software. They 
have not presented any simulation results or experiments to 
verify their model. They validate their model by comparing 
three different systems, representing three classes of software 
update: static/monolithic updating (MOAP), dynamic/mobile 
agent-based updating (Mate) and dynamic/component-based 
updating (Impala) 

Since control software contains execution code for a 
processor of sensor nodes, it is very important to maintain 
reliable data transfer. A method for reliable data transfer in 
WSNs is developed for 1:1 communication such as S-TCP [3] 
and RMTS [4]. But 1:1 communication methods are inefficient 
to upgrade many nodes of WSNs. If these methods are used for 
re-programming sensor nodes of WSNs, each node must be 
updated first and retransmit the software upgrade data to 
another node one by one. Therefore it is necessary to develop 
an efficient upgrade method for sensor nodes with fast upgrade 
time and small data retransmission. 

The direction to upgrade control software is the opposite 
direction of normal data transfer [5][6]. It is necessary to study 
for large data transfer from one node to many nodes efficiently. 
There are some researches about upgrades for sensor nodes. 
But they are focused on system management, not an upgrade it 
[7]. 

III. Upgrade Model 

All sensor nodes of WSNs are assumed to be the same 
configured such as the memory size, the same processor and 
etc. It means that all sensor nodes use the same software 
version. And a distance between two nodes is the same and the 
location of nodes is fixed. 

A. Data Relay 

Generally, the normal mode of a node is operating in 
sensing data mode with low power consumption. Each node 
transmits its sensed data to the sink node. When a sink node 
starts to transfer its software update data to others, all nodes 
stop their sensing operation and switch their mode to the 
software upgrade mode. In case of software data transmission, 
data size is very large and must be transmitted very fast and 
continuously. If a node detects the software upgrade protocol, it 
should switch the normal sensing mode to the software upgrade 
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mode and prepare for the software upgrade. When the node 
finishes receiving all software upgrade data, it requests lost 
packets to its source node. After lost data are received again, 
the node reprograms its own flash memory and restarts its 
operation again. After upgrading its software, the node must 
relay the software upgrade data to other nodes. But it is not 
necessary for all nodes to participate in relaying the software 
upgrade process to another node in WSNs. Only a few nodes 
need to relay the software upgrade data to other nodes. 
Therefore, it is very important to choose relay nodes because of 
overall performance. 

Figure 1 (a) shows a data relay model when nodes are 
placed in-line. Black nodes in Figure 1 (a) represent nodes that 
participate in relaying the software upgrade data. And the most 
left black node is the start node. In Figure 1, ―r‖ means radio 
radius.  All relay nodes are placed in multiples of radio radius 
of the location. The other nodes only receive the software 
upgrade data and reprogram themselves. So the number of 
relay nodes, N, is calculated by (1). 

 

nodelast   theand nodestart    ebetween th distance a is 

node a of radius radio a is 

l

r

r

l
N 










 (1) 

If nodes are placed in line, the number of relay nodes is 
proportional to the distance of the start node and the last node. 
But in real WSNs, each node is located on 2-dimensional plain 
rather than in line. Figure 1(b) and Figure 1(c) show the 
software upgrade data relay nodes that are located on 
2-dimensional plain at each step. If a node is located on the 
boundary of radio radius, it is the ideal the software upgrade. 
So the total number of relay nodes, N, is calculated by (2). 
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The minimum number of relay nodes is calculated by (2). 
To upgrade all nodes in the field at least N nodes should 
participate in relay operation. When the start node is located in 
the corner of WSNs, Equation (2) is acceptable. If the start 

node is located in the center of WSNs, the number of relay 
nodes, N, is increased up to four times 

B. Power Consumption and Upgrade times 

The power consumption of relay nodes is calculated by the 
sum of receiving data and transmitting data, and is calculated 
as below. 
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                 (3) 

 

Equation (3) represents that Jnr and Jns are the power 
consumption of receiving data and transmitting data to other 
nodes.  

Some nodes located in duplicated radio area are received a 
few multiple times of data size of the software upgrade data. 
Therefore, the total energy consumption of all nodes is J in (4). 

nodes relaying of number a is N

filed a in nodes of number total is 
t

N
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J(JJ s

t
rs  2
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Equation (4) represents that all parameters are fixed except 
e and N. It is very important to reduce transmission error and 
the number of relaying nodes.  

 The time to upgrade all nodes of WSNs depends upon the 
hop count of relay. The time is calculated by Equation (5). 
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From (5), the total software update time of WSNs depends 
upon relay step count, d, and transmission error rate, e. If all 
relay nodes send software upgrade data to other nodes at the 
same time, they make a lot of collision or interference by radio 
signals and the transmission error rate is increased. It is 
necessary to prevent all nodes from relaying data at the same 
time in each step. To reduce energy consumption and upgrade 
time, it is very important to select a relay node at each step. 

IV. Relay Methods and Simulation 

In this section, three relay methods to transmit the software 
upgrade data are described. Simulation results of their 
performances are discussed. 

A. Relay Methods 

It is very important to reduce the number of relay nodes and 
prevent neighbor nodes from retransmitting data at the same 
time. As soon as a relay node transmits the software upgrade 

Figure 1. Data relay model
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data, it should select the next relay node to propagate the 
software update operation. 

If the next relay node is located on the boundary line of 
radio radius of the present relay node, it is the most effective 
relay node. But in real WSNs, there are a few nodes on the 
boundary line of radio radius. It is hard to recognize if the 
nodes are located on boundary line of radio radius. Selection 
methods of relay nodes are carefully considered. 

The software upgrade protocol has two steps. The first step 
is pre-transmission step. A relay node should know the status 
of all neighbor nodes before it starts sending the software 
upgrade data. All neighbor nodes broadcast their status to the 
relay node periodically in the first step. The status data includes 
the upgrade version information, the number of neighbor nodes 
and the node status. 

The next step is to receive the software upgrade data and 
update it. Before the relay node starts to send the software 
upgrade data, neighbor nodes respond by sending a 
―receive-start‖ message. And neighbor nodes start to receive 
the software upgrade data and store it to their memory. After 
the upgrade process, neighbor nodes must request the relay 
node to retransmit lost packets. After they finish receiving the 
lost packets, they reprogram by themselves and send back 
―reprogram-done‖ message to the relay node. If a time-out 
occurs or it receives messages from all participated neighbor 
nodes, the relay node should select the next relay node from 
neighbor nodes and sends ―relay-start‖ message. 

To select a next relay node, Maximum-Distance method is 
chosen. This method is that the relay node is the longest 
distance from relay node.  

B. Simulation Environments 

NS-2 network simulator is used for the simulation. 100 
nodes are deployed in the field uniformly. The distance 
between two nodes is 40m and each node has a 60m radio 
radius. Radio bandwidth is 256Kbps and software file size is 
128 Kbytes. The energy consumption is 75.9mW to send data 
and 62.7mW to receive data. The time to upgrade a node is 
1.5sec. The start node is located in the left bottom corner. 
Three selection methods are simulated to compare their 
performances. 

C. Performance Metrics 

In order to evaluate the proposed methods, following 
metrics are used. 

The number of relay nodes - Depending on the selection 
method of relay nodes, the number of relay nodes 
might be varied. It is the most important to measure the 
upgrade performance. 

Energy consumption - Since sensor nodes in WSN are 
operated by battery power, the energy consumption is 
important factor with total upgrade time. 

Total upgrade time to all nodes - This factor shows the 
effectiveness of the software upgrade in the WSNs.  
Depending upon relaying nodes, the total upgrade time 
is much different. 

Data loss rate – This factor shows the performance of each 
selection method. Typically, collision and interference 
leads to data packet loss in WSNs. 

D. Simulation Results 

The number of relay nodes to upgrade software is 
calculated by (2). Sensor nodes in WSNs are deployed in 
rectangular. It is very difficult to calculate exact relay nodes for 
the Maximum-Distance method. By Equation (2), the number 
of relay nodes is about 37. Figure 2 shows the number of relay 
nodes. In all case, the number of relay nodes is between 33 ~ 
39 nodes. When the packet size is 96bytes, the total number of 
relay nodes is 33 nodes.  When the packet size are 128bytes 
and 160bytes, the total number of relay nodes are 36 nodes and 
37nodes respectively. The difference of relay node is six 
among variable packet sizes. 

 
Figure 2. The Number of Relay Nodes 

 
Figure 3. Data Loss 

 

Figure 3 shows the size of lost data. When the packet sizes 
are 64bytes or 96 bytes, the data loss are 840Kbyes and 
460Kbyets updating 128Kbyets of software. When the packet 
size is small, nodes transmit many data packets and there are a 
lot of collision occurred by sending packets. And the collision 
induces energy consumption and total upgrade time.  When 
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packet sizes are between 160 bytes and 256 bytes, data loss is 
less than 150KB.  

The energy consumed by each node is calculated with (3).  
If there is no lost packet, error rate, e, is zero. Ignoring control 
and status packets, the energy consumed by each data receiving 
node, Jnr, is 257mJ. And the energy consumed by each relay 
node, Jns, is the sum of energy consumed by receiving data and 
transmitting data. The energy consumed by relay nodes, Jns, is 
calculated as 568mJ. The total energy consumption of WSNs is 
calculated by (4) and is about 103.9J. Figure 4 shows total 
energy consumption to upgrade all nodes. When the packet size 
is 256 bytes, the energy consumption is low. When the packet 
sizes are between 96 bytes and 224 bytes, the energy 
consumptions are between 115 J and 105 J. 

 
Figure 4. Energy Consumption 

 

 
Figure 5. Upgrade Time 

Total time to upgrade software is estimated as 51.2 sec by 
(5). This value is the minimum value. But in the simulations, 
some additional time are considered such as error recovery 
time, message wait time and so on. Figure 5 shows the time to 
upgrade software to all nodes. The results follow the similar 
pattern to Figure 4. When the packet size is 256 bytes, the 
upgrade time is 102sec. When the packet sizes are between 96 
bytes and 224 bytes, the upgrade times are between 135sec and 
105 sec. 

V. Conclusion 

In this paper, the packet sizes are simulated to find the 
proper packet size for upgrading software using the 
Maximum-Distance method. The number of relay nodes, data 
loss, energy consumption and upgrade time are analyzed by the 
packet sizes for WSNs. The simulation results show that 128 
bytes or 160 bytes are fast update time, low data loss and low 
energy consumption. But the number of their relay nodes is 
higher than that of 96 bytes.  
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Abstract—For high-speed data transmissions, multi-input multi-
output (MIMO) spatial multiplexing is very effective. However, if 
single-carrier (SC) transmission is used, the transmission 
performance significantly degrades due to not only an inter-
antenna interference (IAI) but also a large inter-symbol 
interference (ISI) resulting from a severe frequency-selective 
fading. Various signal detection schemes for SC-MIMO spatial 
multiplexing have been proposed, among which maximum 
likelihood (ML) detection is known as an optimum signal 
detection scheme. However, the computational complexity of ML 
detection is extremely high. In this paper, we present a 
complexity reduced near ML block signal detection which jointly 
use a training sequence (TS) aided SC block transmission and 
QR decomposition and M-algorithm. We evaluate, by computer 
simulation, the achievable bit error rate (BER) and throughput 
performance of turbo-coded hybrid automatic repeat request 
(HARQ) and show that the proposed near ML block signal 
detection significantly improves the BER and throughput 
performances at a much lower computational complexity 
compared with the conventional near ML detection. We also 
compare the achievable PER, throughput, and computational 
complexity of the proposed near ML block signal detection to 
that of the conventional near ML block detection and linear 
detection based on the minimum mean square error (MMSE) 
criterion. 

Keywords-component; Single-carrier, MIMO, near maximum 
likelihood detection, QR decomposition, M-algorithm, training 
sequence 

I.  INTRODUCTION 
Recently, there have been tremendous demands for high 

speed data transmissions of close to or even above 1Gbps in 
mobile communications [1]. However, since the mobile 
wireless channel is composed of many propagation paths with 
different time delays, the channel becomes severely frequency-
selective as the transmission data rate increases [2]. Orthogonal 
frequency-division multiplexing (OFDM) [3] has been adopted 
in several wireless communication standards because of its 
robustness against frequency-selective fading. However, 
OFDM has higher peak-to-average power ratio (PAPR) than 
the single-carrier (SC) transmission. Recently, SC transmission 
with frequency-domain equalization has been gaining an 
increasing popularity because of its lower PAPR property [4, 5]. 

To achieve very high speed data transmission with a limited 
bandwidth, multi-input multi-output (MIMO) spatial 
multiplexing has been attracting considerable attention [6]. The 
use of high level modulation is also essential. However, the SC 
transmission using MIMO spatial multiplexing and high level 
modulation is vulnerable not only to the inter-antenna 
interference (IAI) but also to the inter-symbol interference (ISI) 

caused due to the frequency-selective fading channel, and 
therefore, the use of powerful equalization and signal detection 
scheme is indispensable. 

Various signal detection schemes have been developed for 
SC-MIMO spatial multiplexing, among which maximum 
likelihood (ML) detection [7] is known as an optimum signal 
detection scheme. However, its computational complexity 
becomes extremely high because the number of symbol 
candidate sequence is exponentially increased to ct NNX  for X-
QAM, where Nt is the number of transmit antennas and Nc is 
the block size which equals the number of symbols in a block. 
Therefore, the use of ML detection is not realistic and a low-
complexity signal detection scheme such as a frequency-
domain linear detection based on the minimum mean squared 
error (MMSE) criterion is often used [8]. However, the 
performance improvement is limited and a big performance 
gap still exists from the ML performance due to the presence of 
residual ISI and IAI, particularly when higher level modulation 
(e.g., 16QAM, 64QAM) is used. Therefore, a lot of signal 
detection schemes, which provide a close-to-ML performance 
but with reduced complexity, have been studied. 

Complexity reduced near ML detection based on the QR 
decomposition and M algorithm [9] is one of the promising 
schemes and the application of the QR decomposition and M 
algorithm for the SC-MIMO block signal detection was 
proposed [10] (we call this detection scheme as the QRM-
MLBD). QRM-MLBD can significantly improve the bit error 
rate (BER) performance of SC-MIMO spatial multiplexing 
when compared to the MMSE detection (MMSED). However, 
the use of a fairly large number M of surviving paths in the M-
algorithm is required, and therefore, the computational 
complexity of the conventional QRM-MLBD for SC-MIMO is 
still very high. This is because if smaller M is used, the 
probability of removing the correct path at early stages 
increases. 

In this paper, to further reduce the computational 
complexity, we present to jointly use the training sequence 
(TS) aided SC block transmission and the QRM-MLBD for 
SC-MIMO spatial multiplexing. TS aided SC (TS-SC) block 
transmission [11] is used instead of an often used cyclic prefix 
inserted SC (CP-SC) block transmission and its TS is utilized 
to reduce the probability of removing the correct path at early 
stages [12, 13]. The achievable BER performance of SC-
MIMO using the proposed TS aided QRM-MLBD is evaluated 
by computer simulation to show that TS aided QRM-MLBD 
achieves better BER performance than the conventional QRM-
MLBD while significantly reducing the computational 
complexity. 
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Packet access will be the core technology of the next 
generation mobile communication systems. Very high-speed 
and high-quality packet transmissions in a limited bandwidth 
can be achieved by the joint use of MIMO multiplexing and 
hybrid automatic repeat request (HARQ) [14]. However, the 
throughput performance of SC-MIMO HARQ using near ML 
detection has not yet been fully investigated. Then, we evaluate, 
by computer simulation, the throughput performance of turbo-
coded SC-MIMO HARQ using the proposed near ML 
detection and show that the proposed TS aided QRM-MLD 
provides significantly higher throughput performance than 
MMSED especially when high level modulation is used. 

The remainder of this paper is organized as follows. Sect. II 
describes CP-SC MIMO and TS-SC MIMO transmission 
system model. Sect. III presents QRM-MLBD. In Sect. IV, we 
show the computer simulation results of the achievable BER 
and throughput performance. Sect. V offers some concluding 
remarks. 
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Figure 1.  Transmitter and receiver structure. 
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Figure 2.  Block structure. 

II. CP- AND TS-SC MIMO TRANSMISSION SYETEM 
MODEL 

A. CP-SC MIMO 
The CP-SC MIMO block transmission system model and 

the block structure are illustrated in Fig. 1 and Fig. 2 (a), 
respectively. Throughout the paper, the symbol-spaced discrete 
time representation is used. At the transmitter, the coded bit 
sequence is transformed into a data-modulated symbol 

sequence. Then, the data-modulated symbol sequence is serial-
to-parallel (S/P) converted to Nt parallel symbol sequence, each 
to be transmitted from a different transmit antenna and each 
parallel symbol sequence is divided into a sequence of symbol 
blocks of Nc symbols each. The data symbol block of nt-th 
transmit antenna can be expressed using the vector form as 

T
cnnnn Ndtdd

tttt
)]1(),...,(),...,0([ −=d  , where (.)T expresses the 

transposition. The last Ng symbols of each block are copied as a 
CP and inserted into the guard interval (GI) placed at the 
beginning of each block and a CP-inserted data block of Nc+Ng 
symbols is transmitted. 

The signal block is transmitted over a frequency-selective 
fading channel. The received signal block after CP removal is 
transformed by Nc-point discrete Fourier transform (DFT) into 
the frequency-domain signal. The frequency-domain received 
signal vector at the nr-th receive antenna 
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where Es and Ts are respectively the symbol energy and 
duration, F(J) is the DFT matrix of size J×J, 
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frequency-domain channel matrix between the nt-th transmit 
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domain noise vector. The k-th element of CP
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N  is the zero-mean 
additive white Gaussian noise (AWGN) having the variance 
2N0/Ts with N0 being the one-sided noise power spectrum 
density. 
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  (2) 
where HCP is an equivalent channel matrix of size NrNc×NtNc, 
which is a concatenation of the space and frequency-domain 
channel and DFT, dall is the NtNc×1 overall data symbol vector, 
and NCP is the NrNc×1 overall noise vector. 
B. TS-SC MIMO 

The TS-SC MIMO block transmission system model and 
the block structure are illustrated in Fig. 1 and Fig. 2 (b), 
respectively. CP is replaced by known TS. In order to let TS to 
play the role of CP, DFT size at the receiver must be the sum 
of the number of useful data symbols and the TS length. In this 
paper, to keep the same data rate as CP-SC, the data symbol 
block length and the TS length need to be set to Nc and Ng, 
respectively. The difference between TS-SC and CP-SC is the 
size of DFT to be used at the receiver; the DFT size is Nc+Ng 
symbols for TS-SC while it is Nc symbols for CP-SC. 

The data symbol block of nt-th transmit antenna can be 
expressed similar to CP-SC MIMO. Before the transmission, 

116



the TS of length Ng symbols is appended at the end of each 
block. The block T

gcnnnn NNstss
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transmitted at the nt-th transmit antenna is expressed using the 
vector form as 
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vector which is identical for all blocks. 
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  (5) 
where HTS is an equivalent channel matrix of size 
Nr(Nc+Ng)×Nt(Nc+Ng), sall is the Nt(Nc+Ng)×1 overall transmit 
symbol vector, and NTS is the Nr(Nc+Ng)×1 overall noise vector. 

III. QRM-MLBD 
A. Operation Principle of QRM-MLBD 

QRM-MLBD consists of three steps; ordering, QR 
decomposition, and M-algorithm. The order of the symbols in 
the overall symbol vector dall and sall can be arbitrarily changed 
at the receiver by exchanging the corresponding columns in the 
equivalent channel matrix HCP and HTS. In [10], the ordering 
method suitable for SC-MIMO using QRM-MLBD was 
proposed. The ordered overall data symbol vector order

alld  for 
CP-SC MIMO and the ordered overall transmit symbol vector 

order
alls  for TS-SC MIMO can be respectively expressed as 
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where T
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denote the data symbol vector and TS vector at t-th symbol of 
size Nt×1, respectively. 

After ordering, the QR decomposition is applied to the 
ordered equivalent channel matrix to obtain 

)or ()or ()or ( TSCPTSCPTSCP RQH = , where )or ( TSCPQ  is a unitary 
matrix of size NrNc×NtNc (Nr(Nc+Ng)×Nt(Nc+Ng)) and )or ( TSCPR  
is an upper triangular matrix of size NtNc×NtNc 
(Nt(Nc+Ng)×Nt(Nc+Ng)). The overall frequency-domain 
received signal vector can be transformed by using )or ( TSCPQ  as 
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where (·)H denotes the Hermitian transpose operation. Vector 
)or (ˆ TSCPY  is the NtNc (Nt(Nc+Ng))-dimensional transformed 

received signal vector. 
From Eq. (8), the ML solution can be obtained by searching 

for the best path having the minimum Euclidean distance in the 
tree diagram. The number of stages in the tree diagram is NtNc 
for CP-SC MIMO and Nt(Nc+Ng) for TS-SC MIMO as shown 
in Fig. 3. M-algorithm [15] can be applied to reduce the 
computational complexity. The M-algorithm keeps only M 
paths that have the highest reliability at each stage. In each 
stage, the best M paths are selected as surviving paths by 
comparing the path metrics based on the squared Euclidean 
distance for all surviving paths and are passed to the next stage. 
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Figure 3.  M-algorithm (M=3) with QPSK. 

B. Advantage of TS-SC MIMO over CP-SC MIMO 
In QRM-MLBD, the received signal power available at 

early stages likely becomes low since only the elements of 
upper triangular matrix R closer to the lower right positions are 
available. Furthermore, in the case of SC-MIMO block 
transmission, the magnitude of elements of matrix R closer to 
the lower right positions may drop with higher probability [16]. 
As a result, the received signal power available at early stages 
in the M-algorithm significantly drops. In the case of CP-SC 
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MIMO, it can be understood from Eqs. (6) and (8) that the 
lower right elements of RCP are relevant to the selection of the 
surviving path and therefore, the probability of removing the 
correct path at early stages may increase when smaller M is 
used. Therefore, a fairly large M must be used to achieve the 
sufficiently improved performance. However, the use of larger 
M increases the computational complexity. 

On the other hand, it can be understood from Eqs. (7) and 
(8) that in TS-SC MIMO, TSs are localized at the bottom of the 
overall transmit signal vector of size Nt(Nc+Ng)×1. This helps 
to improve the detection performance of the M-algorithm. 
Since the symbols to be detected at early stages in the M-
algorithm are symbols belonging to the known TSs. Therefore, 
the probability of removing the correct path can be 
significantly reduced even if small M is used. 

IV. COMPUTER SIMULATION 
The simulation condition is summarized in Table I. We 

assume Nc=64, Ng=16, and L=16-path frequency-selective 
block Rayleigh fading channel with uniform power delay 
profile. The ideal channel estimation is assumed. 

TABLE I.  COMPUTER SIMULATION CONDITION 

Channel coding R=1/3 (13, 15) RSC encoder 
Log-MAP decoding with 8 iterations

HARQ HARQ type II S-P4 

Transmitter 

Data modulation QPSK, 16QAM, 64QAM
Number of transmit 

antennas Nt=2, 4 

Data symbol block 
length Nc=64 

TS or CP lengths Ng=16 

Channel 
Fading type Frequency-selective block 

Rayleigh

Power delay profile L=16 path uniform power 
delay profile

Receiver 
Number of receive 

antennas Nr=2, 4 

Channel estimation Ideal 

A. Average BER Performance 
The average BER performance of uncoded SC-MIMO 

spatial multiplexing using TS aided QRM-MLBD is plotted in 
Fig. 4 as a function of average received bit energy-to-noise 
power spectrum density ratio Eb/N0(=(Es/N0)(1+Ng/Nc)/log2X) 
for M=1, 4, 16, 64, and 256. 16QAM is assumed as the data 
modulation scheme. For comparison, the BER performances of 
the conventional QRM-MLBD and the MMSED are also 
plotted. It can be seen form Fig. 4 that when small M is used, 
the achievable BER performance of the conventional QRM-
MLBD degrades. On the other hand, TS aided QRM-MLBD 
achieves better BER performance even if small M is used. This 
is because the use of TS instead of CP significantly reduces the 
probability of removing the correct path at early stages in the 
M-algorithm even if small M is used. When Nt=Nr=2(4), TS 
aided QRM-MLBD requires M=4(1) to achieve the BER 
performance similar to the conventional QRM-MLBD with 
M=1024. Hence, TS aided QRM-MLBD significantly reduces 
the computational complexity. Computational complexity 
reduction is discussed in Sect. IV-C. Compared to the MMSED, 
the required average received Eb/N0 for the average BER=10−3 
is reduced by approximately 8.5 and 10dB when M=16. 
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Figure 4.  Average BER performance. 

B. Throughput Performance 
In this paper, we consider the HARQ type II S-P4 [17] and 

turbo coding. The detail of the HARQ is described in 
Appendix.  We employ a rate 1/3 turbo encoder using two (13, 
15) recursive systematic convolutional (RSC) component 
encoders.  Log-MAP decoding with 8 iterations is assumed. 
The packet size is set to K=3072. The ideal error detection and 
no transmission error in ACK/NACK are assumed.  

The throughput performance of SC-MIMO HARQ using 
TS aided QRM-MLBD is plotted in Fig. 5 as a function of 
average received Es/N0 for M=1, 4, and 16. The modulation 
level which gives the best throughput is selected for each Es/N0. 
For comparison, the throughput performance of SC-MIMO 
HARQ using the conventional QRM-MLBD is also plotted. It 
can be seen from Fig. 5 that TS aided QRM-MLBD provides 
better throughput performance than the conventional QRM-
MLBD even if the smaller M is used. When Nt=Nr=2(4), TS 
aided QRM-MLBD with M=16(4) achieves better throughput 
performance than the conventional QRM-MLBD with M=1024 
in all Es/N0 region. 
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Figure 6 compares the throughput performances of SC-
MIMO HARQ using TS aided QRM-MLBD, the conventional 
QRM-MLBD, and MMSED. It can be seen from Fig. 6 that the 
throughput performance is significantly improved in a high 
Es/N0 region by using TS aided QRM-MLBD. When Nt=Nr=2 
and M=16 is used, the Es/N0 reduction from MMSED is about 
3.3dB and 9.5dB for the throughput=5.0bps/Hz and 7.5bps/Hz, 
respectively. When Nt=Nr=4 and M=16 is used, the Es/N0 
reduction from MMSED is about 5.0dB and 13.2dB for the 
throughput=10bps/Hz and 15bps/Hz, respectively. It can be 
seen from the results that the use of TS-aided QRM-MLBD is 
more effective when high level modulation is used. 
C. Computational Complexity 

The computational complexity of TS aided QRM-MLBD is 
discussed. The complexity here is defined as the number of 
complex multiplications. The required number of 
multiplications is shown in Table II. First, we discuss the 
complexity comparison between TS aided QRM-MLBD and 
the conventional QRM-MLBD. TS aided QRM-MLBD 

achieves better throughput performance even if small M is used. 
Hence, TS aided QRM-MLBD reduces significantly the 
computational complexity required for the squared Euclidean 
distance calculations in the M-algorithm. It can be seen from 
Figs. 4 and 5 that when Nt=Nr=2(4), TS aided QRM-MLBD 
with M=4(1) achieves almost the same BER and throughput 
performances as the conventional QRM-MLBD with M=1024. 
When Nt=Nr=2(4), the overall computational complexity of TS 
aided QRM-MLBD with M=4(1) is about 12(22) %, 3.4(6.0) %, 
and 1.1(1.6) % of that of the conventional QRM-MLBD with 
M=1024 for QPSK, 16QAM, and 64QAM, respectively (Nc=64 
and Ng=16).  

Next, we discuss the complexity comparison between TS 
aided QRM-MLBD and MMSED. TS aided QRM-MLBD 
provides significantly higher throughput performance at the 
cost of increased complexity. When Nt=Nr=2(4), TS aided 
QRM-MLBD with M=4 requires about 20(58), and 39(102) 
times higher computational complexity than MMSED at 
Es/N0=17 and 27dB, respectively (Nc=64 and Ng=16). 

Th
ro

ug
hp

ut
 (b

ps
/H

z)

8

2

10

6

4

0
5 10 15 20 25

Average received Es/N0 per antenna (dB)
0

HARQ type II S-P4
Nt=Nr=2
Nc=64, Ng=16

30 35

64QAM

16QAM

QPSK

M=1
M=4
M=16
M=1024

Conv. 
QRM-MLBD

TS aided 
QRM-MLBD

                           

Th
ro

ug
hp

ut
 (b

ps
/H

z)

14

4

20

12

8

0
5 10 15 20 25

Average received Es/N0 per antenna (dB)
0 30 35

64QAM

16QAM

QPSK

M=1
M=4
M=16
M=1024

Conv. 
QRM-MLBD

TS aided 
QRM-MLBD

HARQ type II S-P4
Nt=Nr=4
Nc=64, Ng=16

 
(a) Nt=Nr=2                                                                                                   (b) Nt=Nr=4 

Figure 5.  Throughput performance of SC-MIMO HARQ using TS aided QRM-MLBD and the conventional QRM-MLBD. 
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Figure 6.  Throughput performance comparison between TS aided QRM-MLBD, conventional QRM-MLBD, and MMSED. 
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TABLE II.  NUMBER OF MULTIPLICATIONS 

TS aided 
QRM-MLBD 

DFT Nr(Nc+Ng)2

QR decomposition NrNt
2(Nc+Ng)3+NrNt(Nc+Ng)2

Multiplication of QH NrNt(Nc+Ng)2 
Squared Euclidian 

distance calculations 
X{2+(M/2)(NtNc+4)(NtNc−1)}

+Nt
2Ng(Nc+Ng)

Conventional 
QRM-MLBD 

DFT NrNc
2 

QR decomposition NrNt
2Nc

3+NrNtNc
2 

Multiplication of QH NrNtNc
2 

Squared Euclidian 
distance calculations X{2+(M/2)(NtNc+4)(NtNc−1)}

MMSED 

DFT/IDFT Nr(Nc+Ng)2+Nt(Nc+Ng)2 

Weight generation (Nr
3+2Nr

2Nt)(Nc+Ng) 

Weight multiplication NtNr(Nc+Ng) 

LLR calculation Nt{Nt(Nr+1)+Nr+2}(Nc+Ng)
+2XNtNc 

V. CONCLUSION 
To realize the high-speed packet access, the use of MIMO 

multiplexing and high level modulation is essential. However, 
with MMSED, the transmission performance of SC-MIMO 
significantly degrades due to the ISI and IAI. In this paper, to 
improve the transmission performance of SC-MIMO, we 
presented to use a combination of TS-SC and QRM-MLBD. 
We evaluated, by computer simulation, the BER and HARQ 
throughput performances of SC-MIMO using TS aided QRM-
MLBD. We showed that the TS aided QRM-MLBD improves 
the BER and throughput performances of SC-MIMO compared 
to the conventional QRM-MLBD while significantly reducing 
the computational complexity. We also showed that TS aided 
QRM-MLD provides significantly higher throughput 
performance than MMSED especially when high level 
modulation is used. Hence, the TS-aided QRM-MLBD is 
promising for high-speed packet access. 
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APPENDIX 
In this paper, we consider the HARQ type II S-P4 and turbo 

coding with rate R=1/3, as illustrated in Fig. 7. The turbo 
encoder outputs the systematic bit sequence and two parity bit 
sequences. These sequences are punctured into five sequences 
(including systematic bit sequence) by the puncturing matrices 
given by 
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For the first transmission, only the systematic bit sequence 
is transmitted. At the receiver, data decision and error detection 
are performed. If any error is detected in the received packet, 
second transmission is requested from the receiver by sending 
an NACK signal. When the NACK signal is received at the 
transmitter, the second packet (consisting of the punctured 
parity bit sequence) is transmitted. At the receiver, turbo 
decoding is carried out by using the first and second received 
packets. If any error is detected after turbo decoding, the 
NACK signal is transmitted again. One of the punctured parity 
bit sequences is transmitted each time the NACK signal is 
received at the transmitter until the 5th packet transmission. 
After the 5th packet transmission, the same packet is 
retransmitted. 
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Figure 7.  HARQ type II S-P4. 
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Abstract—In this paper, holographic impedance modulated 
surface antenna is simplified to a 1 - D model which is equal to a 
leaky-wave antenna with sinusoidally modulated surface 
reactance. Comparing with leaky-wave antenna with sinusoidally 
modulated surface reactance after mathematical derivation, we 
get to the conclusion that both modulation depth and average 
surface impedance control leakage speed of holographic 
impedance modulated surface, and further affect antenna gain. 
Later, in order to verify this conclusion, three examples are 
simulated by full- wave numerical simulation software. 

Keywords-Holographic antenna; holographic impedance 

modulated surface antenna; leak waves; Parameters; 

I.  INTRODUCTION 
The first holographic image was created by Dennis Gabor in 
1948 [1, 2], and the holographic technique had obtained 
widely application in the optical region from that moment on. 
Consequently, Dennis Gabor won the noble prize in 1971 due 
to this great invention. Following the intensification of 
holographic activity in the optical community, some 
professors and experts in microwave attempted to extend the 
concept of holography from optical band to microwave band 
while plenty of papers focusing on this topic were published in 
1960s-1970s. In 1965, R. P. DOOLE employed the 
holographic two-step process to record the images of objects 
at X-band, and he reconstructed these objects at optical 
frequency [3]. As a new branch of electromagnetics, 
microwave holography was really established by Kock later in 
1968 when he verified the feasibility to combine this theory 
with antenna to design holographic antenna [4]. Influenced by 
this new progress ,many researchers had investigated about 
electromagnetic characteristics of holographic antenna and 
discussed their operation mechanism, what’s more, plenty of 
types of holographic antennas were fabricated and tested[5-13]: 
encountered with the practical problem that there is no 
recording materials at microwaves as photographic plate in 
optics, different kinds of approximations of the interference 
pattern for holography were constructed and tested by 
Checcacci and Russo etc. in 1970 [5]. On the other hand, in 
order to overcome the disadvantage of bidirectional radiation 
property of planar holographic antenna, Iizuka, K. and 
Mizusawa, M introduced a novel volume-type holographic 
which consisted two or more hologram plane to cancel the 
beam in one direction and concentrate the power in the 
opposite direction[7]. In 2004, ElSherbiny and Fathy utilized 
the surface wave to feed holographic antenna to remedy some 
drawbacks of traditional holographic antenna such as: low 
coupling efficiency and grating-lobe problems caused by 
sparse space between neighbouring elements [9]. Meanwhile, 
with the rapid development of artificial electricmagnetic 

material from 1950s, the artificial impedance surface has 
became the hot topic among antenna experts and was 
discussed frequently these years. It is notable that Thomas, 
Zucker[14] and Pease[15] told us that sinusoidally modulated 
grounded dielectric slab with metallic strips can produce 
beams at arbitrary angles and systematic analysis was made by 
A. Oliner in 1959 along with rigorous derivations and explicit 
equations[16].On the basis of modulated reactance surface and 
leaky wave antenna, Bryan H. Fong and his group offered a 
fresh holographic antenna concept called holographic 
impedance modulated surface antenna[17]. General speaking, 
we may treat aperture of traditional holographic antenna as 
antenna arrays and the elements lie along the zero contour line 
of the holographic interference pattern, and then the 
holographic elements interact with the space wave feed to 
scatter the power to form the farfield radiation. Compared to 
traditional holographic antenna, the holographic impedance 
modulated surface antenna possesses a holographic impedance 
surface with surface impedance distribution determined by 
holographic interference. When the surface wave meets the 
periodic modulation, some leaky wave modes arise even 
though most of other discrete spatial harmonics are bound 
wave modes. So, in a sense, holographic impedance 
modulated surface antenna is a type of leaky wave antenna. In 
paper [17], the authors provide us three methods to obtain the 
effective surface impedance and later modulate an impedance 
surface in a holographic fashion as follow: 

*[ Re( )]s rad refZ j X M                  (1) 

But unfortunately, the paper lacks necessary discussions about 

the key parameters— M and 
sX of holographic impedance 

modulated surface antenna, especially for sX . For this paper, 

we plan to further study how these parameters, including sX  

and M , which refers to average surface impedance and 

modulation depth respectively, affect the performance of 

holographic impedance modulated surface antenna. Especially, 

we finally get to the conclusion that sX  will also affect the 

radiation efficiency as well as M  through mathematic 

derivation, and we will use some numerical simulated 

examples resulted from commercial full wave simulation 

software (cst) to demonstrate our deduction. 

II. STUDY OF THE PARAMETERS 
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Figure.1 part of holographic impedance surface 
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Where 
0

k  is the wave number of free space, n is effective 
refraction index of impedance surface, 2 2r x y  , and L  is 
the desired radiation angle from the broadside of the impedance . 
As a result, 

2 2

0( , ) [ cos ( sin )]s LZ x y j X M k x n x y        (3) 

Here, we simplify this problem to a 1-D problem which mean we 

just only observe the cross section (x-z plane, see in Figure. 2) of 

holographic impedance modulated surface antenna,  

 

Figure.2 

and we make y=0 at last, so, 

0( ) [ cos (sin ) ]s LZ x j X M k n x        (4) 

Obviously, we can easily find that not only the structure 

showed in Figure.2 is quite similar to that in the Figure. 1(b) 

in [18], but also the equation above is nothing different from 

(1) in [18] except which symbols are employed. So, it is quite 

reasonable that we apply the conclusions about the 

sinusoidally modulated reactance Surface provided in [18] to 

holographic impedance modulated surface antenna here. 

Further, we separate SX  out: 

0

2
( ) { [1 cos ]}

2

(sin )

s

S

L

M x
Z x j X

X

k n







 



      (5) 

Comparing this equation to (1) in [18], we know that 

0

2

(sin )Lk n



 

 determines the modulation period directly, and 

when 0k  and n  are fixed, 
L  will be the dominating factor. 

On the other hand, as the attenuation constant—  of guided 

wave along the impedance surface  is depicted in [18], here we 

observe that not only the modulation –depth( M ), but also the 

average surface impedance(
SX ) control the leakage speed 

from the guided surface wave from holographic modulated 

impedance surface, and we have enough reasons to believe 

that the lager 

S

M

X

 is , the faster the leakage occurs and then 

different antenna gains emerge. So in this way, different 

aperture efficiency or antenna gains are obtained through 

different choices of 

S

M

X

. In the following section, some 

simulation examples are given out to verify our viewpoints. 

III. SIMULATION 
Example.1 

Firstly, on the purpose of verifying the truth that the gains of 

holographic impedance modulated surface antennas are 

controlled by the modulation-depth ( M ), two simulation 

examples are implemented with macro modeling process in 

cst microwave studio, and the antenna structures are showed 

in Figure. 3: 

 

                           (a) M=18.25                            (b) M=36.5 

Figure.3 structures of these impedance surfaces with different modulation 
depths 

As demonstrated in Figure. 3, these two holographic 
impedance modulated surfaces are fabricated on the 1.6mm 
thick grounded substrate, the dielectric constant of which is 
about 2.2(Rogers 5880), and we can easily find that the 
surfaces are also consisted by square patches and the gaps 
between them. Meanwhile, the same lattice constant—3mm are 
chosen for these surfaces as that described in [17]. The 
modulate depth ( M ) for the impedance surface in Figure. 3(a), 
(b) is 18.25 and 36.5 respectively with fixed average surface 
impedance ( SX ) 197.5. The size of these holographic 
impedance modulated surface antennas is 153mm by (x-
dimension, 51 patches) 123 mm(y-dimension, 41 patches). 

Series of concentric circles are observed due to broadside 

radiation property, and these antennas work at 22 GHz, and we 

place the 3mm monopole antenna around the center of these 

concentric circles to feed these impedance surfaces. 

Figure.5 and Figure.6 are the radiation pattern for these two 
holographic impedance modulated surface antennas at x-z 
plane ( 0phi  o

) while the max gains of these two cases are 
listed in Table.1 and Table.2. When these antennas work at 
22GHz, the M=36.5 case has the gain about 17.74dB, 
approximately 3dB than M=18.25 case. Similar phenomenon 
happens when operation frequency remove to 24GHz. So, it is 
definitely reasonable to believe that the modulation depth ( M ) 
affects the speed of leakage from holographic impedance 
modulated surface. 
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                                       (a) M=18.25 

-10

0

10

20

0

30

60

90

120

150

180

210

240

270

300

330

-10

0

10

20

R
e

a
liz

e
d

G
a

in
(d

B
)

 

(b) M=36.5 

Figure.5 Radiation pattern at 22GHz 

 

M=18.25 15.14dB 

M=36.5 17.74dB 

Table.1 max gains 
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(a) M=18.25 
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(b) M=36.5 

Figure.6 Radiation pattern at 24GHz 

 

 

 

 

Table.2 max gains 

Figure.5 and Figure.6 are the radiation pattern for these two 
holographic impedance modulated surface antennas at x-z 
plane ( 0phi  o

) while the max gains of these two cases are 
listed in Table.1 and Table.2. When these antennas work at 
22GHz, the M=36.5 case has the gain about 17.74dB, 
approximately 3dB than M=18.25 case. Similar phenomenon 
happens when operation frequency remove to 24GHz. So, it is 
definitely reasonable to believe that the modulation depth ( M ) 
affects the speed of leakage from holographic impedance 
modulated surface. 

Example.2 

Later, we set modulation depth ( M ) to be 20 as a fixed 
constant and choose different average surface impedances 
( SX ) to investigate our deduction: 

M=18.25 19.49dB 

M=36.5 21.27dB 
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                   (a) 170SX                                   (b) 210SX   

Figure.7 structures of these impedance surfaces with different average 
impedances 

Comparing these two figures above, great distinguish can be 
immediately found that the impedance surface with 170SX   
looks much more sparse while the other one is quite dense. The 
simulated return losses are pictured in the Figure.7. It turns out 
that the holographic impedance modulated surface antenna 
achieves good matching (S11-curves remain below -10dB) for 
both cases from 22GHz to 24GHz, and we pick the 22GHz, 
23GHz to draw radiation patterns in x-z plane ( 0phi  o

) in 
Figure.8 and Figure.9. 

From Table.3, it can be found that great distinction of gain 
turns up at 22GHz, almost 5.2dB. Although this distinction 
reduced to about 3.5dB (Table.4), we must say that good 
agreement between simulated results and our deduction about 

SX  is acquired. To further validate our ideas and to avoid 
some accidental, two holographic impedance modulated 
surface antennas which radiate at about 30o  off broadside have 
been simulated in example.3: 
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(a) 170SX   
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(b) 210SX   

Figure.8 Radiation pattern at 22GHz 

 

 

             SX =170    

 

15.29dB 

 

             SX =210    20.43dB 

              

Table.3 max gains 
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(a) 170SX   
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(b) 210SX   

Figure.9 Radiation pattern at 24GHz 

       SX =170 17.88dB 

      SX =210             21.2dB 

                                                Table4 max gains 

Example.3 

 

                                     (a) 170SX   

 

(b) 210SX   

Figure.10 structures of these impedance surfaces with different average 
impedances 

On account of purposed radiation at about 30o
 off broadside, 

these two impedance surfaces present to be series of ellipses, 

and the monopole antennas are inserted at the focuses as feeder 
similarly. 

14 16 18 20 22 24 26 28 30

-40

-35

-30

-25

-20

-15

-10

-5

0

S
1

1
(d

B
)

Frequency(GHz)

 x=170

 x=210

 

Figure.11 return loss 

-10

0

10

20

0

30

60

90

120

150

180

210

240

270

300

330

-10

0

10

20

R
e

a
liz

e
d

G
a

in
(d

B
)

 

(a) 170SX   
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(b) 210SX   

Figure.12 Radiation pattern at 22GHz  
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    SX =170  13.61dB 

SX =210 19.7 dB 

                                                    Table.5 max gains 
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                                      (a) 170SX   

-10

0

10

20

0

30

60

90

120

150

180

210

240

270

300

330

-10

0

10

20

R
e

a
liz

e
d

G
a

in
(d

B
)

 

                                    (b) 210SX   

Figure.13 Radiation pattern at 24GHz 

 

 

 

 

 

                                                         Table.6 max gains 

Sure enough, different antenna gains can be observed from the 
results given above. 

 

 

ACKNOWLEDGMENT 

This work was supported by the postdoctoral Science 
Foundation of China (No. 20090461325, No. 201003690), the 
Natural Science Foundation of China (No.61001029), the 
Fundamental Research Funds for the Central Universities(No. 
103.1.2 E022050205); 

 

 

REFERENCES 

 
[1] D. Gabor, “A new microscopic principle,” Nature. vol. 161, p. 777, 

January 1948.J. Clerk Maxwell, A Treatise on Electricity and 
Magnetism, 3rd ed., vol. 2. Oxford: Clarendon, 1892, pp.68–73. 

[2] G. L. Rogers, “Gabor diffraction microscopy: The hologram as a 
generalizedzone plate,” Nature. vol. 166, p. 237, August 1950. 

[3] R. P. Dooly, “X-Band Holography,” Proceedings of the IEEE. vol. 53, p. 
1733, November 1965. 

[4] W. E. KOCK, “Microwave holography”, Microwaves, 1968, pp. 46-54 

[5] Checcacci. P., Russo. V., Scheggi. A., “Holographic antennas,” 
Antennas and Propagation, IEEE Transactions , vol. 18, p. 811, 
November 1970. 

[6] Checcacci. P., Papi. G., Russo, V., “A Holographic VHF Antenna,” 
Antennas and Propagation, IEEE Transactions , vol. 19, p. 278-279, 
September 1970. 

[7] Iizuka. K., Mizusawa. M., Urasaki. S., Ushigome. H., “Volume-type 
holographic antenna,” IEEE Trans. Antennas Propagation.,1975, 23, pp. 
807–810 November 1975. 

[8] Levis. K. , Ittipiboon. A. , Petosa. A. , Roy. L. , Berini. P. , “Ka-band 
dipole holographic antennas,” Microwaves, Antennas and Propagation, 
IEE Proceedings, vol 148, p.129, April 2001. 

[9] ElSherbiny. M., Fathy. A. E., Rosen. A. ,Ayers. G., Perlow. S. M., 
“Holographic antenna concept, analysis, and parameters,”Antennas and 
Propagation, IEEE Transactions ,vol. 52, p. 830-839, March 2004. 

[10] Petosa, A., Thirakoune, S., Levis, K., Ittipiboon, A., “Microwave 
holographic antenna with integrated printed dipole feed,” Electronics 
Letters, vol. 40, pp. 1162, September. 2004. 

[11] T. Quach, D.A. McNamara , A. Petosa , “Holographic antenna realised 
using interference patterns determined in presence of dielectric 
substrate,” Electronics Letters, vol. 41, pp. 724, June. 2005. 

[12] P. Sooriyadevan, D.A. McNamara, A. Petosa, A. Ittipiboon, 
“Electromagnetic modelling and optimisation of a planar holographic 
antenna,” IET Microw. Antennas Propag., vol.1, pp. 693–699, 2007. 

[13] A. E. Fathy, M. ElSherbiny, A. Rosen, G. Ayers, S. Perlow, 
“EXPERIMENTAL DEMONSTRATION OF A 35 GHz 
HOLOGRAPHIC ANTENNA,” Microwave Symposium Digest, 2003 
IEEE MTT-S International, vol.3, pp. 1833-1836, 2003.     

[14] A. S. Thomas , F. J. Zucker, “Radiation from Modulated Surface Wave  
Structures-I,” IRE NATIONAL COKVENTION RECORD, Pt. 1, pp. 
153-160. 1957. 

[15] R. L. Pease, “Radiation from modulated surface wave structures- II,” 
IRE CONVENTION RECORD, Pt. 2, pp. 161-165. 1957. 

[16] A. Oliner, A. Hessel, “Guided Waves on Sinusoidally-Modulated 
Reactance Surfaces,” IEEE Trans. Antennas Propagation., vol. 7, no. 5, 
pp. 201-208, December 1959. 

[17] Bryan H. Fong, Joseph S. Colburn, John J. Ottusch, John L. Visher, 

Daniel F. Sievenpiper, “Scalar and Tensor Holographic Artificial 
Impedance Surfaces,” IEEE Trans. Antennas Propagation., vol. 58, pp. 
3212-3221, October 2010. 

[18] Pate. A. M., Grbic. A., “A Printed Leaky-Wave Antenna with a 
Sinusoidally Modulated Surface Reactance,” Antennas and Propagation 
Society International Symposium, 2009. APSURSI '09. IEEE, pp.1, June 
2009.   

SX =170 
 

15.64dB 

SX =210 19.68dB 

126

http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.Checcacci,%20P..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.%20Russo,%20V..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.%20Scheggi,%20A..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=8
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=8
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.Levis,%20K..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.%20Ittipiboon,%20A..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.%20Petosa,%20A..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.%20Roy,%20L..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.%20Berini,%20P..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=8
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=8
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.Petosa,%20A..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.%20Thirakoune,%20S..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.%20Levis,%20K..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=Authors:.QT.%20Ittipiboon,%20A..QT.&newsearch=partialPref
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=2220
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=2220
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=2220
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=2220
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8599
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8599
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=8599
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5154401
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5154401
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5154401
http://ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=5154401


Separation of Decorative Characters into Skeleton 

Parts and Decoration Parts 
 

Yuji Soma 

Graduate School of Engineering 

Tohoku University 

Sendai, Japan 

soma@iic.ecei.tohoku.ac.jp 

Yoshihiro Sugaya 

Graduate School of Engineering 

Tohoku University 

Sendai, Japan 

sugaya@ecei.tohoku.ac.jp 

Shinichiro Omachi 

Graduate School of Engineering 

Tohoku University 

Sendai, Japan 

machi@ecei.tohoku.ac.jp 

 

 
Abstract— Various kinds of decorative characters are used in our 

daily life. If an optical character reader (OCR) can recognize 

decorative characters, the system can be used in various fields. 

However, because the shapes of decorative characters are very 

complicated, most OCR cannot deal with decorative characters. 

In this paper, we propose a structure extraction method as a 

preprocessing of OCR. We also propose a method for generating 

decorative characters. 

Keywords-structure extraction; decorative character; graph 

spectral decomposition) 

I.  INTRODUCTION  

As shown in Fig.1, decorative characters are used in our 
daily life for advertising display, headline, and so on. To attract 
readers’ attention, decorative characters have unusual and 
complicated appearances. 

    

Figure 1.  Decorative characters in daily life 

If we can take a picture of decorative characters, recognize 
the words, and investigate them on the Internet, our life 
become more comfortable. However, it is difficult to deal with 
decorative characters by practical optical character readers 
(OCR) because many OCR systems assume that the characters 
are described by common fonts. For common OCR systems, 
the essential structure of the decorative characters should be 
extracted before inputting into the OCR systems. 

 Some approaches of structure extraction have been 
proposed [1] [2]. However, in these methods, decoration 
features will be lost. If we can extract not only essential 
structure but also decoration features, we can use them for 
another purpose. In this paper, we propose a method to separate 
decorative characters into skeleton parts and decoration parts 

using graph spectral decomposition. We also propose 
generating decorative characters using decoration features. 

II. GRAPH SPECTRAL DECOMPOSITION 

 
Skeletonization method by graph spectral decomposition 

has been proposed [2]. The algorithm is composed of following 
steps: 

1) Translate a decorative character into a graph. 

2) Calculate Laplacian matrix of the graph. 

3) Simplify the graph using graph spectral decomposition. 

 

A. Graph Genaration from Decorative Character 

A graph is generated from a decorative character by the 
following way. In the algorithm, each black pixel is assumed to 
be a node of a graph. We add an edge between one pixel and 
each black pixel. Each edge has a weight defined by 

  
4

1
,

d
jiW   

where W(i, j) indicates the weight of edge between node i and 
node j, and d represents the Euclidean distance in the image 
plane. If there is no edge, W(i, j) is set to 0. By these operations, 
we can get a weight matrix W which represents the adjacency 
condition between nodes. 

B. Calculation of Laplacian Matrix 

Laplacian matrix L [3] is an n × n matrix, where n is the 
number of nodes which are equivalent to the number of black 
pixels contained in the character. The matrix represents the 
structure of the given graph. The Laplacian matrix is defined as 
follows: Non-diagonal components of L is set to the weight as 

    jiWjiL ,,   

and diagonal components of L is set to the summation of all 
weights connecting to the center pixel as 

127

Administrator
文本框
[ECC2011_O_23]



    
j

jiWiiL ,,  

C. Graph Spectral Decomposition 

The eigenvalues and eigenvectors are obtained by 
eigenvalue decomposition of the Laplacian matrix. This 
decomposition is called as graph spectral decomposition [3]. 

Assume node i has a coordinate (xi, yi) in image plane, 
vector X and Y are defined as: 

  Tnxxx ,,, 21 X  

  Tnyyy ,,, 21 Y  

where T denotes a transpose. 

The coordinate of each node in image plane are 
decomposed by the spectral decomposition as follows: 

     nn eeee  XXX 11  

     nn eeee  YYY 11  

where ei denotes eigenvectors obtained by the eigenvalue 
decomposition of the Laplacian matrix. 

In Eqs. (4) and (5), m eigenvectors from the minimal 
eigenvalue are used to reconstruct the graph. The resultant 
graph is condensed according to the number of employed 
eigenvectors. As an example, we show the result of graph 
spectral decomposition in Fig.2. (a) shows an input image, (b), 
(c), and (d) show reconstructed results with first to nth, first to 
fifth, and sixth to nth eigenvectors, respectively. (c) is the 
image of low-frequency components of the original one, and 
(d) is the image of high-frequency components of the original 
one. 

 

Figure 2.  Graph spectral decomposition. (a) Input image, (b) Nodes for1~n 

eigenvectors, (c) Nodes for 1~5 eigenvectors, (d)Nodes for 6~n eigenvectors 

 

III. PROPOSED METHOD 

A. Separating Decoration Part 

By graph spectral decomposition, decorative characters are 
decomposed to low frequency component and high frequency 
component. Now we pay attention to high frequency 
component. In Fig.3 (a), nodes that are far from origin are 
colored by blue. This means that these nodes are far from low 
frequency component. In other words, we can regard these 
nodes as decorative part. Extracting corresponding nodes from 
input image, we can separate decoration part like (e). 
Remaining nodes (d) represent skeleton part. 

 

Figure 3.  Separating decorative part 

B. Generation of Decorative Character 

Our purpose is generating decorative character from 
skeleton of character and other sample decorative character. So 
we combine low-frequency component of non-decorative 
character and high-frequency component of decorative 
character. To find corresponding nodes between characters, we 
use shape contexts [4]. At first, we apply graph spectral 
decomposition to both non-decorative character and decorative 
character. Next we calculate shape context of low-frequency 
component. Finally, we combine low-frequency component of 
non-decorative character and corresponding high-frequency 
component of decorative character. Fig.4 shows an example of 
finding corresponding nodes. Almost all nodes have good 
correspondence. However, too high-density nodes and too low-
density nodes tend to have wrong correspondence. 

(a) Input image (b) All eigenvectors 

(c) 1~5 eigenvectors (d) 6~n eigenvectors 

(a) High frequency 

(b) Input nodes 

(c) Input image 

(d) Skeleton part 

(e) Decoration part 
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Figure 4.  Finding corresponding points of low frequency 

IV. EXPERIMENT 

We carried out an experiment to separate some decorative 
characters into skeleton parts and decoration parts. The results 
are shown in Fig.5. in every sample, skeleton parts and 
decoration parts are separated successfully. 

 

Figure 5.  Experimental Result of Separating 

Next, we made an experiment to generate a decorative 
character. We generated decorative character “R” from 
decorative characters “A”, “B” and skeleton of “R”. Generated 
character is shown in Fig.6.  

 

Figure 6.  .Experimental result of decorative character generation 

Lower part of “R” is similar to that of “A” and upper part 
of “R” is similar to that of “B”. So, bottom decoration was 
made from “A” and upper decoration was made from “B”. As 
you will know from looking at the result, decoration looks 
unnatural. This is because process of this method is done pixel 
by pixel. So smoothing post-processing is necessary.  

V. CONCLUSION 

We proposed a method of separating characters into 
skeleton parts and decoration parts. Experimental results show 
that separation process works well for some kinds of decorative 
characters. This method can be used for skeletonization of 
characters. We also proposed a method for generating 
decorative character from decoration of sample characters. 
Generated decoration looks a little unnatural yet, so there is 
room for improvement using smoothing process. 
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Abstract—The collision in wireless networks is a foremost factor 

of performance degradation. IEEE 802.11 MAC is quite 

incompetent in mobile ad hoc environment. The collision over the 

air is much more severe in the mobile ad hoc environment than 

that in the wireless LANs. Besides the IEEE 802.11 MAC, some 

multi channel MAC protocols were also proposed to improve the 

performance of mobile ad hoc networks. Though those improve 

the overall performance of the networks, there is still collision in 

the control channel, which causes lower utilization of DATA 

channel. In this paper we propose a new MAC protocol which 

uses two communications channels (for control and data frames 

separately). In our proposed protocol we have considered the 

collision probability of the control packets in control channel that 

was not considered in the existing protocols. Analysis results 

show that our proposed protocol can perform better and reduce 

the data and control packet collision. 

Keywords- IEEE 802.11, Medium access control, (MAC), Dual-

channel, Collision Probability, Mobile Ad Hoc Network, Control 

channel. 

I.  INTRODUCTION 

Due to low cost and easy implementation, contention based 

MAC protocol [1] has been deployed widely. IEEE 802.11 

MAC, which is the standard for wireless local area network 
(WLAN), is also integrated in countless wireless simulation 
packages for mobile ad hoc networks and even real life 
implementation. The IEEE 802.11 adopts the four way 
handshaking procedure i.e. Ready to Send (RTS), Clear to 
Send (CTS), DATA, Acknowledgement (ACK). Packets like 
RTS and CTS are short in size and used for avoiding collision 
between long data packets. The network allocation vector 
(NAV), which is carried by a packet is used to avoid the 
probable collision and mitigate the hidden terminal problem. 
The ACK is an affirmation of a successful transmission. 

The efficacy of the above mentioned protocol in mobile ad 
hoc networks has been acknowledged as serious problem. The 
collision over the air is much more severe in mobile ad hoc 
network than the wireless LANs [1]-[4]. The packet losses 
which are results of such MAC layer protocol will affect the 
performance of the overall networks. 

 Many schemes were proposed in this issue to reduce the 
severe collision of DATA packets at the MAC layer. Busy 
Tone Multiple Access (BTMA) [5] uses a busy tone to address 
the hidden terminal problem. The base station broadcasts a 

busy tone signal to keep the hidden terminals for accessing the 
channel when it senses a transmission. It relies on a centralized 
network infrastructure which is not applicable in mobile ad hoc 
networks. FAMA-NCS [6] uses the long dominating CTS 
packets to act as the busy tone to prevent any competing 
transmitters in the receiver range from transmitting. This 
requires any nodes hearing interference keep quiet for the 
period of one maximum data packet to guarantee no collisions 
with the ongoing data transmission, which is obviously hot 
efficient especially when the RTS/CTS negotiation process 
fails or the DATA packet is very short [7]. 

Multi-channel protocols were also proposed. The usual 
approach to avoid collision between control packets and data 
packets to use separate channel for separate kinds of packets i.e. 
one channel for control packets and one channel for data 
packets. Dual busy tone multiple access (DBTMA) [8] uses 
two separate channel for DATA and control packets. To avoid 
hidden terminal and exposed terminal problem it uses two busy 
tone signals. Transmitter-based busy tone is used to prevent the 
exposed terminal problem and receiver-based busy tone is used 
to prevent hidden terminal problem. Power Aware Multiple 
Access (PAMAS) [9] uses a separate control channel to 
transmit both RTS/CTS packets and busy tone signals. It gives 
a solution to the hidden terminal problem and mainly focuses 
on power savings. Dual channel MAC protocol (DUCHA) [7] 
also uses two channels for data and control packets and a busy 
tone signal to deal with the hidden terminal problem. It reduces 
the collision in the data channel significantly but the collision 
of the control channel was not considered. 

Though the performance of data channel depends on the 
effective use of the control channel, it was not well studied. To 
the best of our knowledge, there are no extensive studies about 
the control channel or the probability of control packet 
collision in control channel. This may lead to a lower 
utilization of data channel due to the collision of the control 
packets in control channel. Most of the current schemes 
concentrate on the data channel and other problems of the 
MAC protocol. 

In this paper, we utilize two channels for control and data 
packets separately. RTS and CTS are transmitted in control 
channel to avoid collision with the data packets. An out of band 
receiver-based busy tone is used to solve the hidden terminal 
problem. If the data is corrupted due to link error (as there will 
be no collision in data channel), we use a NACK signal which 
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is an extended busy tone. Our protocol minimizes the collision 
in control channel significantly and increases the spatial reuse 
and network maximum throughput. 

The rest of the paper is organized as follows. Section II 
presents some related works. Section III discusses the proposed 
MAC protocol. Results and analysis are presented in Section 
IV. In Section V, concluding remarks are given. 

II. RELATED WORKS 

A. Overview of Mobile Ad Hoc Networks 

For past few decades, the wireless and mobile 
communication field has experienced an extraordinary growth. 
The popularity of cellular phone, increasing number of WLAN 
hot spots allow travelers with portable computers to surf the 
internet from airports, railways, hotels or other public places. 
However, these networks are infrastructure with centralized 
administration. For the devices like laptops, personal digital 
assistants (PDAs), pocket PCs, smart phones having short 
range wireless interfaces getting smaller, cheaper, more user 
friendly and more powerful. And for these devices, a new 
alternative way for mobile communication is evolving where 
mobile devices create, organize and administrate the wireless 
network. This type of network is known as mobile ad hoc 
network 

B. Charecteristics of Ad Hoc Networks 

The characteristics and complexities of mobile ad hoc 
network are summarized in following table. In addition these 
networks are faced with the traditional problems of wireless 
network i.e. lower reliability than wired network, limited 
physical security, time varying channels, infrastructure, etc. 

TABLE I.  CHARACTERISTICS OF AD HOC NETWORKS 

Autonomous and infrastructure less  

Multi-hop routing  

Dynamic network topology  

Device heterogeneity  

Energy constrained operation  

Bandwidth constrained variable capacity links  

Limited physical security  

Network scalability  

Self-creation, self-organization and self  

administration  

C. Dual Channel MAC protocol 

In [7] the authors propose DUCHA to overcome the 
limitations of the single channel MAC protocols. They utilize 
dual channel for DATA and control packets, separately. DATA 
is transmitted over the data channel. RTS and CTS are 
transmitted over the control channel. Negative CTS (NCTS) is 
used to solve the receiver blocking problem and is also 
transmitted on the control channel. In case of any collision in 
control channel it should differ long enough to avoid possible 

collision (at least SIFS+CTS + 2  max-propagation-delay). An 
out of band receiver-based busy tone [5] [8] is used to solve the 
hidden terminal problem. ACK is unnecessary here because 
our protocol guarantees that there is no collision to DATA 

packets. To deal with wireless channel errors, the authors 
introduce a NACK signal which is a continuing busy tone 
signal when the receiver determines that the received DATA 
packet is corrupted. The sender will not misinterpret this 
NACK signal since there are no other receivers in its sensing 
range and hence no interfering NACK signals. It will conclude 
that the transmission is successful if no NACK signal is sensed. 

In brief DUCHA solves a lot of problems of ad hoc 
networks and improves the spatial reuse of the data channel but 
did not consider the collision on the control channel. The 
control channel is still prone to collide and harm the data 
channel utilization. 

III. THE PROPOSED MAC PROTOCOL 

In this section, we present the new MAC protocol for ad 
hoc mobile networks. 

A. Protocol Overview  

In this protocol dual channel has been used for DATA and 
control packets individually. The data rate of the DATA 
channel will be higher than the data rate of the control, 
channel. DATA packets are transmitted through DATA 
channel and control packets (RTS/CTS) are transmitted 
through control channel. An out of band receiver-based busy 
tone is used to protect the DATA packets from collision and 
solve the hidden terminal problem. We use an extended busy 
tone as a NACK signal when the receiver determines that the 
received DATA packet is corrupted due to channel errors. The 
control channel time is counted in a slotted manner. Every 
node will monitor the channel and choose an idle slot for its 
control packet transmission. It will keep the slot for a while 
for its packet transmission. 

 

Figure 1.  Proposed protocol overview 

B. Basic Operations 
A node choose m/n unique slots in the range from 0 to m 

– 1 in control channel for transmission, where m is the 
maximum number of nodes supported by the network, and n is 
the actual number of nodes in the network. The node transmits 
its control packets only when the current slot number  
corresponds to its slots. Once a node chooses a slot (assumed to 
be not occupied by other nodes) and successes to transmit its 
packet in the slot, the state of the slot is set to 1. For a 
successful transmission in the slot, the node increases the state 
of the slot by one. If a transmission attempt fails, it is decreased 
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by one. If the state becomes zero, the node releases the slot and 
finds another slot. Initially, all slots are set to state 0. A node is 
regarded to have a slot when the state of the slot is greater than 
one. However, if the value of the slot state is too high, slot 
management may not respond to topology changes. For this 
reason the value of slot state should not exceed 2. 

 Initialization: At the beginning the nodes of the 

network monitors the link (control channel) and 

picks m/n number of (assumed to be empty) 

candidate slots. Initially, the states of the slots are set 

to zero. Then, it attempts to transmit its packets in 

the candidate slots, and increases the state of the slot 

by one for a successful transmission. If it fails, it 

chooses another slot until it has m/n number of 

slots.  

 Detecting a New Node: If a new node joins the 

network and n increases, each node in the network 

keeps the m/n largest state of slots (where n is the 

current number of nodes) and releases the rest of 

slots for the new node. The existing nodes do not 

need to inform which slots they release to the new 

node. The new node finds its slots via the 

Initialization Process in the above.  

 Detecting Left of a Node: If n decreases, in order 

to maintain link utilization, each node in a network 

finds more slots to have m/n number of slots via 

the initialization process  

C. Basic Message Exchange 

 RTS: For a new transmission of RTS, a node must 

send it to any of its own time slots. It can send the 
RTS to its different time slots to ensure successful 
transmission 

 CTS/NCTS: Any node correctly receiving the RTS 

should return CTS on its own slots if the data channel 
is idle. If the data channel is busy it returns a NCTS. 
It can provide the estimate for the remaining DATA 
transmission time in the duration field according to 
the difference between the transmission time of the 
maximum DATA packet and the length it has sensed 
a busy medium in the DATA channel. 

 DATA: A transmitter, after correctly receiving the 

CTS, should start DATA transmission if no busy tone 
signal is detected. If the transmitter receives an NCTS, 
it defers its transmission according to the duration 
field of NCTS. Otherwise, it assumes that there is a 
collision, and starts the initialization process. 

 Busy Tone: The intended receiver begins to sense 
the data channel after it transmits CTS. If the receiver 
does not receive signal in the data channel in the due 
time (for the first few bits of the DATA packet), it 
will assume that the sender does not transmit DATA. 
Otherwise, it transmits the busy tone signal to prevent 
hidden terminals from possible transmissions. 

 NACK: The intended receiver has a timer to indicate 

when it should finish the reception of the DATA 
packet according to the duration field in the 
previously received RTS. If the timer expires and has 
not received the correct DATA packet, it assumes that 
the DATA transmission fails and sends NACK by 
continuing the busy tone signal for an appropriate 
period. If it correctly receives the DATA packet, it 
stops the busy tone signal and finishes the receiving 
procedure. The sender assumes that its DATA 
transmission is successful if there is no NACK signal 
sensed during the NACK period. Otherwise, it 
assumes that its transmission fails because of wireless 
channel error and then starts the retransmission 
procedure 

In addition, during the NACK and DATA transmission 
period, any other nodes in the sensing range of the sender are 
not allowed to become the receiver of DATA packets, and any 
other nodes in the sensing range of the receiver are not allowed 
to become the sender of DATA packets. This is to avoid 
confusion between NACK signals and the normal busy tone 
signals. 

D. Mathematical Model 

Collision probability of control packets in control channel 
and its relation with the data channel performance was not 
studied in recent past. In this section, we describe the collision 
probability of control packets in control channel and compare 
the results with DUCHA. 

In DUCHA, the control channel access is contention-based. 
It senses the control channel before it transmits any control 
packet. It will wait a certain time in case of busy control 
channel. It will discard the packet after a certain number of 
retransmission attempts [7]. 

The probability of collision in control channel in DUCHA 
can be derived as  

𝑃𝐶𝐷 = 1 − (1 −  
1

𝑊𝑎𝑣𝑔
)𝑛−1 ,  (1) 

where PCD is the collision probability of the control channel, 
Wavg is the average contention window size and n is the 
number of active nodes. 

In our proposed protocol, the control channel is divided in 
to slotted manner. The probability of choosing the same slot by 
n nodes is 

𝑃𝐶𝑛 =
1

𝑚𝑛 .     (2) 

So, the total probability of choosing the same slot by more 
than or equal to two nodes are 

𝑃𝐶𝐷 =  
1

𝑚 𝑖
𝑛
𝑖=2 ,   (3) 

where m is the total number of slots and n is the total number 
of nodes in the network. 

Equation (3) represents the total probability of collision 
because there will be a collision if more than one nodes selects 
the same slots at the same time.  
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The maximum throughput of the control channel is then, 

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡𝑐𝑚𝑎𝑥 =  
(1−𝑃𝐶𝐷 )𝐿𝐶

𝐿𝐶
𝑅𝐶

, (4) 

where LC is the total bits successfully transmitted (in case of 
packet loss due to collision, it will be zero) and RC is the 
control channel bandwidth. 

IV. PERFORMANCE EVALUATION 

To evaluate the performance of our proposed protocol and 
compare it with DUCHA protocol, we use MatLab. For the 
simplicity of the calculation, we assume that there is no link 
error and hence no packet is lost due to connection loss. We 
also consider a medium size network where the network will 
not allow more than 50 nodes. We analyze the protocol 
performance by varying the number of active nodes in the 
network. The parameters we use for the evaluation are given 
in Table II.  

TABLE II.  CHARACTERISTICS OF AD HOC NETWORKS 

Data rate of control  
1Mbps  

channel  
Data rate of DATA  

10Mbps  
channel  

Control packet size  20 bytes  

Data packet size  1000 bytes  

Size of control channel slot  0.02 msec  

Physical preamble  192 bits  
 

Figure 2 shows the comparison of the control packet 
collision probability in control channel between our proposed 
protocol and the DUCHA. It has been observed that the 
collision probability is significantly low in our proposed 
protocol.  

 

Figure 2.  Comparison of control channel collision probability 

The effect of less collision leads to higher throughput in 
data channel. Figure 3 describes the data channel throughput 
under a very congested traffic. It has been observed that in 
DUCHA the throughput decreases when the number of nodes 
increases. This is an effect of increased collision in control 
channel while our proposed protocol succeeded to keep a 
threshold point. 

 

Figure 3.  Throughput with high traffic load in each node 

Figure 4 explains the performance degradation due to the 
mobility. In a mobile condition, any node can join and leave 
any time. That puts pressure to the time slot allocation or the 
initialization process. As the initialization process takes time, it 
is normal to experience performance degradation if there is 
frequent arrival of new nodes. 

 

Figure 4.   Network throughput analysis in a mobile environment 

V. CONCLUSION AND FUTURE WORKS 

In this paper we studied the inefficiency of existing MAC 
protocols in mobile ad hoc environment. The control packet 
collision probability in control channel and the effects of that 
on the overall throughput of the network are also observed in 
this paper. Finally we proposed a new MAC protocol 
consisting of two different channels for control and data 
packets. And a slotted approach is taken to manage control 
channel time. The proposed scheme decreases the control 
packet collision in control channel and hence improves the data 
channel throughput. In a future work, delay analysis and 
fairness could be studied. 
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I. INTRODUCTION
Japan attracts amounts of foreign people who cannot

speak Japanese well, for either traveling or studying due to
there has beautiful scenic spots and famous universities.
Unfortunately, Japan often is encountered unexpected
disasters, such as earthquake and tsunami. For both local
Japanese people and mastered Japanese foreigners, they can
understand Japanese emergence information from broadcast or
newspaper either easy Japanese or difficult Japanese. Hence,
they can avoid the unexpected disasters or deal with it well
even in disaster environment. However, it is not easy to
understand the urgent news for foreigners of beginner's level
of Japanese because Japanese government, TV channels,
broadcasts and volunteers do not know how to say “Easy
Japanese” for these foreigners. Hence, it is necessary to
identify “Easy Japanese” for Japanese learning beginner’s
foreigners. Using Easy Japanese for announcement of disaster
will be a great benefit for both native Japanese speakers and
non-native Japanese speakers [1].

Easy Japanese is similar concept to Basic English [2], but
we do not intend create a new language; Easy Japanese is a
kind of guideline for writing Japanese document that can be
understood by foreigners of various language skill.

In this paper, we demonstrate a system for assisting
Japanese native speakers in writing “Easy Japanese
Language”. The system, called YANSIS (YAsasii NIhongo
SIen System), receives sentences written by a Japanese native
speaker and points out the parts where foreigners might have
difficulty on understanding those sentences.

II. EASY JAPANESE
“Easy Japanese” (Yasasii Nihongo) was proposed by

Kazuyuki Sato in 1999, considering the fact that many
foreigners suffered from language barrier after the Hanshin-
Awaji Great Disaster happened in 1995 [1]. Many urgent
announcements, as well as notices posted at shelters, were
written in ordinary Japanese, and hence many foreigner did not
understand them, which caused severe disadvantages for the
foreigners. If those messages had been written in easier
Japanese, it would be a great benefit for those people.

Easy Japanese (EJ) is basically a set of Japanese
expressions that can be understood by those who passed the 3rd
grade of the Japanese proficiency test. EJ is intended to convey
various information needed within 72 hours after a disaster.
Although most Japanese sentences cannot be translated into EJ,
it is still useful because of the limited situation.

III. SYSTEM DESIGN

A. Uses and objective of the system
We made two assumptions on the user of YANSIS

1. Users of the system are employees of the government,
staff men of broadcast stations or volunteers. These
people are assumed to be native Japanese speakers, who
are familiar with writing various documents.

2. The users of the system are not specialists of Japanese
education of foreigners, nor have experience of special
education for teaching Japanese.
Ultimately, it is ideal that the system translates normal

Japanese (NJ) sentences into EJ automatically. However,
considering the current natural language processing
technologies, it is almost impossible to develop such system,
because most of complicated sentences are impossible to
translate into EJ in principle.

Considering that, we decided the objective of the system as
helping the user making sentences in EJ. What YANSIS do is
to point out the parts difficult for foreigners, and the correction
of the sentences are the user's responsibility. Therefore, role of
YANSIS is similar to a spell checker or a grammar checker.

It should be noticed that translating NJ sentences into EJ
sentences is not a simple word substitution. In addition to use
easy vocabulary and grammar, presentation of information in
EJ should be clearer and more formal than that in NJ.
Comprehension of sentences can be enhanced by employing
simple arrangement of sentences. The current version of
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YANSIS does not make any advice on the sentence-level
structure.

B. The framework of system

Figure 1. Basic block diagram of YANSIS.

Figure 1 shows the basic framework of YANSIS. The user
inputs a sentence using the GUI. Then the sentence is split into
words using a morphological analyzer Sen [3]. Then the words
are matched to the words in the database, and the difficulty of
each word is determined. In addition, patterns of the word
sequence is matched with the warning pattern database, and
warning message is displayed if the sentence matches to one of
the patterns of difficult expressions. Finally, the system can
present EJ sentences related to a selected word.

IV. DEVELOPMENT OF THE SYSTEM

A. Development environment
The system is developed by Java, and the morphemic

analyzer Sen 1.2.2.1 is used. As Sen is a library that is fully
written in Java, YANSIS can be realized only using Java.

B. Vocabulary database
Table I shows the number of vocabulary registered in

the database. The database consists of the function words,
symbols and vocabulary, which has four levels in the Japanese
Language Proficiency Test (JLPT), the level with smaller
number is more difficult.

TABLE I. THE VOCABULARY

Vocabulary level Number of distinct words
Level 1 3025
Level 2 3771
Level 3 718
Level 4 791

Function words 39
Symbol 133
Total 8477

C. Warning pattern
Sentences in EJ should have clear meaning, and ambiguity

should be avoided. To avoid ambiguous expressions, we
prepared pattern database that should be avoided. Table II
shows examples of expressions in the database. We prepared
30 patterns in total. When the input sentence is matched to one
of the patterns of the database, the system presents the
corresponding warning.

TABLE II. EXAMPLE OF THE WARNING DATABASE

pattern
mashou (Let's ...)

masenka (Why not...)
mashitaka (Did you ...)

D. User Interface
The GUI of the system is shown in figure 2. The GUI has

one input and four output areas: the analysis area, the
evaluation area, created sentence area and the example
sentence area.

Figure 2. Graphical User Interface

The user of the system first inputs Japanese sentence in the
input area and press the evaluation button. Then the system
shows the analysis result in the analysis area, where difficult
words are colored. The words in level 1 or 2 are marked as
“difficult”, while the words that does not appear in the
vocabulary are marked as “more difficult.” At the same time,
description of the difficulties are listed in the evaluation area.
Then the user modifies the difficult words in the input area,
and repeats the modification and evaluation until the warning
messages get fewer.

Besides, a morphological analysis result of a word shown
in the analysis area will be displayed by clicking the word. The
user can search the relevant EJ sentences to that word using the
morphemic analysis dialog.

138



V. CONCLUSIONS
In this paper, overview of the writing support system of EJ

sentences is described. The system points out the difficult
words and expressions in the user's input sentence to help the
user writing easy Japanese sentences.

YANSIS is now actually used many workshops of EJ
writing, and hundreds of officers, volunteers and teachers have
been learned EJ writing using YANSIS.
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Abstract—This paper presents the issue of stability analysis of
discrete-time fuzzy large-scale systems with time-varying delays
based on a set of Takagi-Sugeno(T-S) fuzzy model. The fuzzy
large-scale systems consists of N time-delay T-S fuzzy subsystems.
Via the delay-dependent piecewise Lyapunov-Krqasovskii func-
tional(DDPLKF), we analyze the stability and H∞ performance
of the prescribed systems. Through DDPLKF, system description
, solving a set of linear matrix inequalities (LMIs) and with
an improved free weighting matrix approach, we obtain the
qualification of the overall fuzzy system when we use MATLAB
to work out the LMIs. Consequently, a numerical example is
given to demonstrate the feasibilities and efficiencies of the
proposed methods. The approach illustrated in this paper has
great practical value in the stability judgments of the overall
fuzzy systems.

Keywords: Delay-dependent , time-varying delays, H∞ per-
formance, stability, nonlinear interconnected system, Takagi-
Sugeno(T-S) fuzzy model.

I. INTRODUCTION

With the development of science, many practical systems
such as the power systems, nuclear reaction systems, space
vehicle systems, economic systems, and many other mathe-
matical models of such systems are involved in the increasing
size and complexity. The methodologies of large-scale sys-
tem provide a technique through the manipulation of system
structure in some way to overcome this problem. There were
considerable interests in the research of large-scale systems in
past years [1].

In 1985, Takagi and Sugeno proposed a well-known T-S
fuzzy modeling method [2]. The dynamics of the nonlinear
plant could be systematically represented by the T-S fuzzy
model. Based on the large-scale systems theory, the stability
analysis and control synthesis of the complex systems can be
solved.

Stability is one of the most important indicator of dy-
namical systems. Time-delay is widespread in many practical
engineering systems, such as mechanical drive, temperature
control systems, neural networks and financial management.
In recent years, the stability of the fuzzy control systems
with time-delay has drawn a deluge of research attention.
To investigate this class of nonlinear systems, the Lyapunov-
Krasovskii function [3,4] was employed. In general, there are
two categories of stability analysis found in literature: delay-
dependent and delay-independent. For the delay-dependent

stability analysis approach, the time-delay is considered during
the stability analysis.

In modeling the actual systems, due to changes in the sys-
tems of the external environment and a variety of unpredictable
interference, there are certain gaps between the mathematical
model and the actual dynamics system. Therefore, we should
consider robustness of the system. In this article, we address
the issue of stability analysis and the H∞ performance of
discrete-time large-scale systems via DDPLKF approach[5].

The rest of this paper is organized as follows. System de-
scription and preliminaries are presented in Section 2. Stability
analysis is presented in Section 3. Piecewise H∞ performance
analysis is developed in Section 4. In Section 5, numerical
example is provided to demonstrate the effectiveness and
feasibility of the method.

Notations: The superscript“T” stands for matrix transposi-
tion, I is an identity matrix, ℜn denotes the n-dimensional
Euclidean space, the notation P > 0(P ≥ 0) means that P
is symmetric and positive (nonnegative) definite, diag{· · ·}
stands for a block diagonal matrix, l2[0,∞) denotes the space
of square-integrable vector functions over [0,∞), ∥(·)∥2 refers

to the standard l2 norm, i.e., ∥(·)∥2 = (
∞∑
k=0

(·)Tk (·)k)
1
2 . In

addition, matrices, if not explicitly stated, are assumed to have
compatible dimensions.

II. SYSTEM DESCRIPTIONS AND PRELIMINARIES

Consider the following discrete-time T-S fuzzy model with
time-varying delays which could be used to represent a
class of complex nonlinear delay systems. This fuzzy dy-
namic model, composed of N interconnected subsystems Si,
i = 1, 2, . . . , N , is described by fuzzy IF-THEN rules as
follows[6]:
Rule j: IF θi1(k) is Mi1j and . . . and θig(k) is Migj THEN

xi(k + 1) = Aijxi(k) +Adijxi(k − τi(k))

+Dijvi(k) +
N∑

n=1
n̸=i

Cinxn(k)

yi(k) = Hijxi(k) +Hdijxi(k − τi(k))
xi(k) = ϕi(k), k = 0,−1, ...,−τ2,

(1)

where j ∈ Li = {1, 2, . . . , ri} denotes the jth fuzzy inference
rule; θi(k) = (θi1(k), θi2(k), . . . , θig(k)) ∈ Rnig are some
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measurable premise variables; and Mipj(p = 1, 2, . . . , g) are
the fuzzy sets; xi(k) ∈ Rnix , yi(k) ∈ Rniy are the state
vector and the output vector, ui(k) ∈ Rpi is the control signal,
vi(k) ∈ Rqi is the disturbance which belongs to l2[0,∞);
(Aij , Adij , Bij , Dij , Hij , Hdij , Gij) is the jth local model
of the ith fuzzy subsystem, and Cin is the interconnection
between the ith and nth subsystems; ri is the number of
fuzzy implications, ϕi(k) the given initial condition sequence.
Time-varying delays τi(k) are positive integers satisfying the
following assumption:

τ1 ≤ τi(k) ≤ τ2, (2)

where τ1 and τ2 are two constant positive integers representing
the minimum and maximum time-delay.
Through using “fuzzy blending”, the final output of the ith
fuzzy subsystem could be inferred as follows:

xi(k + 1) =
ri∑
j=1

hij(k)[Aijxi(k) +Adijxi(k − τi(k))

+Dijvi(k) +
N∑

n=1
n ̸=i

Cinxn(k)]

yi(k) =
ri∑
j=1

hij(k)[Hijxi(k) +Adijxi(k − τi(k))]

(3)
with

ωij(θi(k)) =

g∏
p=1

Mjpi(θip(k)), hij(θi(k)) =
ωij(θi(k))

ri∑
j=1

ωij(θi(k))

,

(4)
in which Mjpi(θip(k)) is the grade of membership of θip(k) in
Mipj . It is assumed that wij(k) ≥ 0 for all k, j = 1, 2, · · · , ri.
Therefore, the normalized membership function hij(θi(k))

satisfies hij(θi(k)) ≥ 0,
ri∑
j=1

hij(θi(k)) = 1 for all k.

For the purpose of develop less conservative analysis and
synthesis, by using DDPLKF candidate, in subsystem Si,
we partition the premise variable space Ωi ⊆ Rnig by the
boundaries[5]:

∂Ωv
ij = {θi(k)|hij(θi(k)) = 1,

0 ≤ hij
0<|ϵ|≪1

(θi(k) + ϵ) < 1, j ∈ Li}, (5)

where v is the set of the face indexes of the polyhedral hull
under the circumstance of ∂Ωij = ∪v∂Ω

v
ij , j ∈ Li. Based on

the boundaries, the variable space Ωi can be partitioned into
m̂i independent polyhedral hull Ωip, p ∈ ℵi = 1, 2, 3, . . . , m̂i

which satisfies

Ωip ∩ Ωiq = ∂Ωv
ij , p ̸= q, p, q ∈ ℵi, j ∈ Li,

where ℵi denotes the set of subspace indexes.
In each subspace Ωip, we define the set

Λi(p) := {ξ |hiξ(θi(k)) > 0, ξ ∈ Li, θi(k) ∈ Ωip, p ∈ ℵi}.
The hiξ(k) symbolizes the membership of the fuzzy sets in
each region Ωip and satisfies∑

ξ∈Λi(p)

hiξ(θi(k)) = 1.

Then the subsystem (3) can be inferred as follows:

Si :



xi(k + 1) =
∑

ξ∈Λi(p)

hiξ(Aiξxi(k) +Adiξxi(k − τi(k))

+Diξvi(k) +
N∑

n=1
n̸=i

Cinxn(k))

yi(k) =
∑

ξ∈Λi(p)

hiξ(Hiξxi(k) +Hdiξxi(k − τi(k))

θi(k) ∈ Ωip, p ∈ ℵi.
(6)

III. STABILITY ANALYSIS

In this section, we consider the stability analysis of the
large-scale fuzzy systems (6) illustrated in the last sec-
tion without external disturbance, that is, vi(k) ≡ 0, i =
1, 2, · · · , N . Omitting the output term, the ith subsystem Si

becomes the following form:

Si : xi(k + 1) =
∑

ξ∈Λi(p)

hiξ(Aiξxi(k) +Adiξxi(k − τi(k))

+
N∑

n=1
n̸=i

Cinxn(k))

(7)
The delay-dependent stability condition for the large-scale
system without external disturbance can be summarized in the
following theorem.

Theorem 1 (Stability Analysis): The fuzzy large-scale
system composed of N fuzzy subsystems as (6) with vi = 0,
i = 1, 2, · · · , N , is asymptotically stable if there exist
symmetric positive definite matrices Pip > 0, Qi > 0, Ui ≥ 0
and Xip, Mip, Nip with appropriate dimension, symmetric
matrix Ri and positive constant ε, satisfying[

Π Ψi

∗ −ε ∗ I

]
< 0 (8)[

Xip Mip

∗ Ui

]
≥ 0 (9)[

Xip Nip

∗ Ui

]
≥ 0 (10)

for all i = 1, 2, . . . , N , p ∈ ℵi, ξ ∈ Λi(p), where

Π = Π
′

1 +Π2 +Π3 +ΠT
3 + τ2Xip

Π
′

1 =



Piq − Piq + (τ2 − τ1 + 2)Qi

+(N − 1)ε
N∑

n=1
n̸=i

CT
niCni

∗
∗
∗

Piq 0 0
τ2Ui + Piq 0 0

∗ −Qi 0
∗ ∗ −Qi


Π2 = Ψi

[
(Aiξ − I) −I Adiξ 0

]
+
[
(Aiξ − I) −I Adiξ 0

]T
ΨT

i
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Π3 =
[
Mip 0 (Nip −Mip) −Nip

]
Ψi =

[
RT

i RT
i 0 0

]T
Nip =


Ni1p

Ni2p

Ni3p

Ni4p

 , Mip =


Mi1p

Mi2p

Mi3p

Mi4p



Xip =


Xi11p Xi12p Xi13p Xi14p

Xi22p Xi23p Xi24p

∗ Xi33p Xi34p

∗ ∗ Xi44p

 .

Proof : The proof is omitted here.

IV. PIECEWISE H∞ PERFORMANCE ANALYSIS

In this section, we will analyze the H∞ disturbance attenu-
ation performance for the open-loop delay-dependent discrete-
time fuzzy large-scale system. With external disturbance, the
ith subsystem Si can be expressed as (6). Now, we give the
definition of H∞ disturbance attenuation performance of a
discrete-time fuzzy large-scale system as follows.
Definition 1: Given a constant γ > 0, the open-loop discrete-
time fuzzy large-scale system composed of N subsystems as
(6) is said to be stable with γ-disturbance attenuation if it is
asymptotically stable and the output satisfies

∥y∥2 < γ∥v∥2 (11)

for all nonzero v(k) ∈ l2[0,∞) under the zero initial con-
dition. Here, y(k) = [yT1 (k), y

T
2 (k), . . . , y

T
N (k)]T , v(k) =

[vT1 (k), v
T
2 (k), . . . , v

T
N (k)]T . Then, we are ready to present the

H∞ performance analysis of (6) in terms of LMIs as follows.
Theorem 2 (H∞ Performance Analysis): The fuzzy large-

scale system composed of N fuzzy subsystems as (6) is stable
if there exist symmetric positive definite matrices Pip > 0,
Qi > 0, U

′

i > 0, and X
′

ip, M
′

ip, N
′

ip, Ri with appropriate
dimensions and positive, and positive constant ε, satisfying Φ Ψ

′

i HT
i

∗ −ε 0
∗ ∗ −I

 < 0 (12)

[
X

′

ip N
′

ip

∗ U
′

i

]
≥ 0 (13)

[
X

′

ip M
′

ip

∗ U
′

i

]
≥ 0 (14)

for i = 1, 2, . . . , N , p ∈ ℵi , where

Φ = Φ1 +Φ2 +ΦT
2 + τ2X

′

ip

Φ1 =


Φ11 Φ12 RiAdiξ 0 RiDiξ

Φ22 RiAdiξ 0 RiDiξ

∗ −Qi 0 0
∗ ∗ −Qi 0
∗ ∗ ∗ −γ2



Φ11 = Piq − Pip + (τ2 − τ1 + 2)Qi +RiAiξ +AT
iξR

T
i −Ri

−RT
i + (N − 1)ε

N∑
n=1
n̸=i

CT
niCni

Φ12 = Piq −Ri −RT
i +AT

iξR
T
i

Φ22 = Piq + τ2U
′

i −Ri −RT
i

Φ2 =
[
M

′

ip 0 (N
′

ip −M
′

ip) −N
′

ip 0
]

Ψ
′

i =
[
RT

i RT
i 0 0 0

]T
Hi =

[
Hij 0 Hdij 0 0

]

N
′

ip =


Ni1p

Ni2p

Ni3p

Ni4p

Ni5p

 , M
′

ip =


Mi1p

Mi2p

Mi3p

Mi4p

Mi5p



X
′

ip =


Xi11p Xi12p Xi13p Xi14p Xi15p

Xi22p Xi23p Xi24p Xi25p

∗ Xi33p Xi34p Xi35p

∗ ∗ Xi44p Xi45p

∗ ∗ ∗ Xi55p

 .

Proof : The proof is omitted here.

V. NUMERICAL EXAMPLE

Example 1: In this example, we consider a fuzzy inter-
connected system which composed of two subsystems Si

represent by the T-S fuzzy model with time-varying delay in
the form of (6) without input, output, and disturbance.
Subsystem Si:
Rule 1) IF xi1(k) is Mi1l, THEN

xi(k+1) = Ai1xi(k)+Adi1xdi(k− τi(k))+
2∑

n=1
n ̸=i

Cni1xn(k)

Rule 2) IF xi1(k) is Mi2l, THEN

xi(k+1) = Ai2xi(k)+Adi2xdi(k− τi(k))+
2∑

n=1
n ̸=i

Cni2xn(k)

with i = 1, 2. Where xi(k) = [xi1(k), xi2(k)]
T

A11 =

[
0.7 0
0 0.5

]
, A12 =

[
0.6 0
0 0.3

]
A21 =

[
0.65 0
0 0.45

]
, A22 =

[
0.55 0
0 0.25

]
Ad11 =

[
0.1 0
0 0.05

]
, Ad12 =

[
0.1 0
0 0.05

]
Ad21 =

[
0.08 0
0 0.02

]
, Ad22 =

[
0.08 0
0 0.02

]
C121 =

[
0 0.01
0 0.01

]
, C122 =

[
0 0.01
0 0.01

]
C211 =

[
0 0.01
0 0.01

]
, C212 =

[
0 0.01
0 0.01

]
.

The normalized membership functions and cell partitions of
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Fig. 1. (a)Normalized membership functions. (b)Cell partitions of the state
space.

each subsystem are the same and shown in Fig.1.
Based on the proposed approach, there are three cell partitions
for each subsystem.
Subsystem Si: xi1 = [−5,−2), [−2, 2), [2, 5),
which are denoted by Ωi1, Ωi2, Ωi3, respectively, where
i = 1, 2. We supposed that the τi(k) be a constant, and
τi = 1, for i = 1, 2, . . . , N . It is noted that there is
no solution for the stability analysis approach based on the
delay-dependent method indicated in [7]. To successfully curb
such unfavorable blights, via applying theorem 1, a piecewise
quadratic Lyapunov functions V (k) can be found so that
the asymptotic stability of the origin delay-dependent fuzzy
large-scale system is certified. Furthermore, we can found the
following solution to those LMIs when ε = 1:

P11 =

[
0.0024 −0.0000
−0.0000 0.4808

]
,

P12 =

[
0.0239 −0.0004
−0.0004 0.4230

]
,

P21 =

[
0.1848 0

0 0.5571

]
,

P22 =

[
0.1772 0

0 0.5112

]
,

Q1 =

[
0.0004 −0.0000
−0.0000 0.0106

]
, Q2 =

[
0.0035 0

0 0.0146

]

U1 =

[
0.0015 −0.0003
−0.0003 0.0103

]
, U2 =

[
0.0087 0

0 0.0130

]
.

VI. CONCLUSIONS

In this paper, the stability analysis based on DDPLKF ap-
proach is developed for discrete-time nonlinear interconnected
systems with time-varying delays. The H∞ performance is
presented as well. It is shown that the stability analysis can be
determined by solving a set of LMIs. A numerical example is
also presented to demonstrate the effectiveness of the proposed
approaches.
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Abstract— In this paper, the weak persons who felt a risk of a 

person can inform own position by operation of simple 

appliances and in lost child, to parents and give them their 

position in less time can be found by tracing the location of Mia 

Wi-Fi communications experience in using GPS in an emergency 

response system was designed and implemented. 

Keywords-component; Embedded System; GPS; Wi-Fi; LBS; 

SMS; 

I.  INTRODUCTION  

Recently Rising High Oil Prices as two-income family with 
the people who use public transportation is gaining. This 
targeting children alone or in a crowded during rush women 
who use public transport to target an increase in crime and the 
kidnapping and sex crimes to that kind and there are those 
types. Because of this crime, learn about ways to cope but 
actually it is difficult to deal with it when the situation.  

The development of wireless Internet technology and 
mobile terminal device, with the rapid development of 
technology for mobile computing, one after another is being 
developed by a variety of applications. In addition, GPS-based 
location technology with satellite navigation technology at a 
rapid pace, and they are spread a lot of applications has been 
put to practical use. 

In this paper, according to a recent social phenomenon, 
which developed rapidly in the mobile computing, wireless 
infrastructure, using the information infrastructure, without 
regard to time or place to move freely and to enjoy Wi-Fi 
service in an environment where children and women with a 
GPS receiver for a simple device that is attached through an 
accessory for a rainy day on the server wirelessly transmit 
information to the user's current location and the management 
server received a user's location information is registered with 
the police due to parent's mobile users by giving notice of the 
to detect anomalies, such as kidnapping or sexual offenses 
more about your life that prevents the system was designed and 
implemented. 

II. SYSTEM MODEL 

Processing capabilities of embedded devices, desktop 
computers, compared to the fall, because it uses batteries for 
mobile devices, many limitations of the comes to power. Also 
as transmit and receive by radio data, reliability regarding data 
drops. I use client - server structure in order to to raise 
efficiency regarding a module considering this non-efficiency. 
In other words, It is composed with a form I access it if I put 
one management server, and a client operates, and to use, and I 
use Wi-Fi between the desk tower computer and embedded 
devices which are management server for data delivery, and I 
communicate through wireless networks. 

GPS-based systems for emergency response system in the 
management server using the JDBC and C2DM and was 
composed of MS SQL database in this proposed paper. I 
planned it in the device which a GPS receiver was attached to 
accessories in order to do naturally it as it was comfortable for 
a user environmental a client carrying it.But I used actual 
implementation and the PCB which I composed to GPS receipt 
modules etc. for convenience of simulation experiment, and I 
did it so that server can easily do access through Wi-Fi. And if 
a user ran device, I composed a system to a mobile of Android 
OS so that thing used C2DM to push  to a mobile of a guardian 
to SMS of position information of a user. 

III. THE DESIGN OF GPS BASED ON EMERGENCY RESPONSE 

SYSTEM 

Main component of management server is composed of 
user management, a socket, database, agent. User management 
component manages an account regarding mobile information 
of device of a user and a guardian. And name of each user and 
information regarding device are stored to actual database, but 
management does it here. If there is a request of a user, socket 
component takes charge of the communication section which 
sends by radio communication in position information to 
guardians. Database component stores device information of 
device and a guardian, and managing. Finally, Agent 
component is a piece managing other component. If there is a 
request of a user, it alert to guardians.  
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(a)                                                      (b) 

Figure 1. Implementation results. (a) a screen that register on the 

server in guardian's mobile device. (b) location information of 

devices is sent to registered Guardian's mobile 

 

A client of a user is composed to GPS module, ATmega128, 
Wi-Fi module, a buzzer, a switch. So a user has send own 
information of position through Wi-Fi to server by simple 
operation like pressing a switch only. Also the buzzer is at you 
can inform around own risk. 

IV. EXPERIMENTAL RESULTS 

In this section the proposed GPS-based design and 
implement an emergency response system displays the results. 
Fig. 1(a) is implemented in this paper, GPS-based emergency 
response system is the guardian's mobile screen as C2DM 
information and to register the user device. It is user's location 
through C2DM transmitted to guardian's mobile to Fig. 1.(b) . 

V. CONCLUSIONS 

Recently, we mainly around children and crimes that target 
the same weak persons is a increased trend. Also the rapid 
development of wireless technologies and mobile devices, with 
a rapidly developing technology and applications are being 
deployed. 

In this paper, according to a recent social phenomenon, this 
developed rapidly uses radio-based information infrastructure. 
GPS receiver attached via a simple device by radio transmits 
the current position. The management server is received 
information about the location of the user's device and transfer 
it to the safety of users indicates anomalies in the system 
designed and implemented.  
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Abstract—We fabricated wavelength tunable laser diodes with Si-

wire waveguide ring resonators as an external optical cavity. Less 

than 100 kHz narrow spectral linewidth was obtained by 

optimizing design of the ring resonators. The wavelength tunable 

laser diodes with narrow spectral linewidth are suitable as light 
sources for digital coherent optical communication systems. 

Keywords-component; Si-wire waveguide; wavelengh tunable 

laser diode; ring resonator; lasing spectral linewidth 

I.  INTRODUCTION 

Compact and low-power consumption wavelength tunable 
laser diodes are required for use in high capacity optical 
communication systems. Recent coherent digital optical 
transmission systems require light sources with extremely low 
phase noise. It means less than 100 kHz narrow spectral 
linewidth is required for higher-order multilevel modulation 
schemes such as 16 quadrature amplitude modulation (QAM) 
[1]. Wavelength tunable lasers constructed with ring resonator 
wavelength filters and a semiconductor optical amplifier 
(SOA) have high mechanical stability, durability, and higher 
productivity. Less than 100 kHz narrow spectral linewidth has 
been already demonstrated by tunable laser diodes consisting 
of triple ring resonators with silica (SiON) waveguides [2].  
However, no one has reported narrow spectral linewidth for 
wavelength tunable laser diodes consisted with Si-wire 
waveguide ring resonators. Si-wire waveguides that can make 
sharp bend and having high thermo-optic (TO) effect are 
attractive for constructing ring resonators for tunable lasers 
because it can drastically reduce size of tunable lasers and also 
reduce power consumption by tuning operation [3]-[5]. 

In this paper, we describe narrow spectral linewidth 
operation for the tunable lasers with Si-wire waveguide ring 
resonators. 

II. STRUCTURE AND OPERATION OF THE TUNABLE LASER 

Schematic structure of the wavelength tunable laser is 
shown in Fig. 1. The optical cavity is composed by two ring 
resonators with different free-spectral ranges (FSRs) made of 
Si-wire waveguides, bus waveguides that is optically coupled 
with the ring resonators, and a loop mirror with a Y-junction. 
The waveguides have a core with cross-sectional size of 400 

nm  220 nm, and the FSRs of the double ring resonators are 
472 GHz and 501 GHz, respectively. The lasing wavelength 
can be determined by the vernier effect of resonance 

wavelength difference between the two ring resonators. 
Therefore, the lasing wavelength can be tuned by changing 
refractive index of one ring resonator controlled by a micro 
heater through TO effect. At the butt-joint section of the SOA 
and the ring resonator wavelength filter, low loss and low 
reflective optical coupling is essential. In order to obtain low 
loss and low reflection at the end facets, we formed a spot size 
converter (SSC). The SSC has a tapered silicon waveguide core 
structure that gradually becomes thinner toward the end facet 
of the filter which adiabatically converts the optical field 
profile in the Si-wire waveguide to the waveguide in the SOA. 

The output waveguide of the tunable filter is tilted by 16 to 
couple with the waveguide of the SOA which is tilted by about 

7 satisfying Snell’s law. 

 

Ring Resonator

Pt Heater

Spot Size Convertor

Si-wire Waveguide

SOA

Directional Coupler

Loop Mirror

Laser Output
 

Figure 1.  Schematic structure of the wavelength tunable laser 

III. SPECTRAL LINEWIDTH OF LASING 

Less than 100 kHz of narrow spectral linewidth is required 
for use as light sources for digital coherent systems. The 
spectral linewidth of semiconductor laser can be expressed by 
the Henry’s formula [6]; 
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Here, ng is the average group index of the laser cavity. nSOA 
and nfilter is the group index of the SOA and the tunable filter, 
respectively. LSOA and Lfilter is the effective cavity length of the 
SOA and the tunable filter, respectively. R1 and R2 is the end-
facet reflectivity of the SOA and the tunable filter, respectively. 

SOA and filter is the internal loss of the SOA and the tunable 

filter, respectively. coupling is the coupling loss between the 
SOA and the tunable filter. Those parameters used in this 
calculation were listed in Table I. 

In order to obtain narrower spectral linewidth, longer Lfilter 
is preferable according to (1) ~ (4). By decreasing optical 
coupling efficiency between bus waveguides and ring 
resonators, the number of turning around a ring resonator 
increase. This makes the effective cavity length of tunable filter 
drastically increases, and enables to narrow spectral linewidth. 
This is a big difference from conventional DBR lasers where 
the effective length is always smaller than the physical length 
of the optical cavities. The effective length of ring resonator is 
given by 
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Here, Leff is the effective length of ring resonator, K is 
coupling efficiency between the ring resonator and the bus 
waveguide and Lr is an orbiting length of the ring resonator. 
Total external cavity length is sum of the effective length of 
ring resonators and the total length of bus waveguides. We 
fabricated two types of tunable filters with external cavity 
length of 4.75 mm and 6.3 mm. The coupling efficiency for 
both was 0.086. We calculated spectral linewidth of the tunable 
lasers using (1) ~ (4). Less than 100 kHz spectral linewidth is 
estimated when laser output is 9 mW. 

SOA Si Tunable Filter

Losscoupling

R1 R2

LSOA Lfilter  

Figure 2.  Calculated model of the laser cavity 

TABLE I.  PARAMETERS USED FOR CALUCULATION 

LSOA 1.5 mm  5.0 

R1 0.02 R2 0.95 

SOA 20 cm
-1

 filter 0.69 cm
-1

 

coupling 1.39 Neper nSOA 3.4 

nfilter 4.3 nsp 2 

h 0.78 eV 

IV. MEASUREMENT RESULT 

Fig. 3 shows measured lasing spectra of the tunable laser 
superimposed for various lasing wavelengths. The temperature 

of the SOA chip was controlled to around 25C by using a 
TEC, and injected current to the SOA was set to 80 mA. The 
lasing wavelength was controlled by heating one ring resonator 
which makes it possible to tune discrete wavelength interval. If 
both of the ring resonators were heated, the lasing wavelength 
could be continuously tuned. Fig. 4 shows the heating power 
and the side-mode suppression ratio (SMSR) as a function of 
lasing wavelength. The lasing wavelength was linearly changed 
for the heating power, and single-mode oscillation with more 
than 40 dB SMSR was obtained for the wavelength range. 45.1 
nm of tuning wavelength range which covers entire L-band of 
optical communication wavelength range was obtained by 
115.7 mW heating power. In our fabricated structure, the 
heating power might not be used effectively to heat ring 
resonator because heat from the micro heater diffuses into the 
large area of the substrate. By introducing a thermal isolating 
groove around the core of the waveguide, the core may be 
efficiently heated and power consumption in the heater may be 
drastically reduced [4]. 
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Figure 3.  Measured lasing spectra of the tunable laser 
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Figure 4.  Heating power and SMSR as a function of lasing wavelength 

Fig. 5 shows a relationship between lasing output power 
and spectral linewidth measured by the delayed self-homodyne 
method using a 30 km long single-mode optical fiber as a delay 
line. Measured values of spectral linewidth were in partially 
agreement with those calculated. The possible reason that 
measured linewidth is little wider than that of calculated might 
that we calculated the complicated optical cavity of tunable 
lasers using a simple Fabry-Perot cavity model. 87.5 kHz of 
narrowest spectral linewidth was obtained when the external 
cavity length was 6.3 mm and the lasing output power was 9 
mW. The spectral linewidth measured at wavelength range 
across L-band were shown in Fig. 6. Less than 100 kHz 
spectral linewidth was obtained for entire L-band. 
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Figure 5.  Relationship between spectral linewidth and lasing power 
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Figure 6.  Measured spectral linewidth over wavelength range across L-band 

V. CONCLUSION 

We fabricated wavelength tunable laser diodes with Si-wire 
waveguide ring resonators as an external cavity. More than 45 
nm wavelength tuning operation was obtained by about 115 
mW heating power. Less than 100 kHz spectral linewidth was 
obtained for entire L-band by optimizing design of the ring 
resonators. The wavelength tunable laser diodes with narrow 
spectral linewidth are suitable as light sources for digital 
coherent optical communication systems. 
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Abstract—With the development of wireless sensor and RFID 
technology, wireless monitoring system has attracted much 
attention. A good system can collect the sensor data periodically 
and transfer the data to the gateway automatically. Here the 
author proposed a general design reference based on ZigBee and 
GPRS to solve the problem of such systems where user can get 
the sensor data from sever and control the system by sending a 
message with the cell phone. 

Keywords-ZigBee; GPRS; wireless network;  

I.  INTRODUCTION 
Wireless monitoring system is of great importance in many 

applications, due to the complexity and uncertainty of the 
environment as well as other factors. Since the monitoring 
system usually collects the data from sensors, it is reasonable 
for developing a common data transferring system.  

ZigBee is an intelligent, easy-to-deploy and low-cost 
infrastructure technology, which provides a solid technological 
solution for the data acquisition system [1]. GPRS module can 
send the data to the Internet automatically and we can get the 
data from the server easily, therefore, combining ZigBee with 
GPRS is a promising way to establish a new wireless 
monitoring system. 

As mentioned above, in this paper, the author presents a 
wireless monitoring system. By using this system, users can 
exchange various kinds of sensors according to the application 
and get the data from the sever easily. 

II. SYSTEM DESIGN 
The wireless monitoring system includes Sensor Node and 

ZigBee Gateway, as shown in Figure 1. The Sensor Node，
which can join the ZigBee Network automatically when the 
network was established，collects data from the sensor and 
sends it to the Coordinator in the ZigBee Network. The ZigBee 
Gateway contains the ZigBee Coordinator and GPRS Module. 
The Coordinator can setup the ZigBee Network automatically 
when power is on by using z-stack. The ZigBee Coordinator 
and GPRS Module can exchange data and commands through 
UART interface. 

ZibBee Network

SensorNode

SensorNode

SensorNode Internet

ZibBee Gatway

Coordinator GPRS odule Sever

 
Figure 1 System block Diagram 

In the ZigBee Network, the ZigBee Coordinator establishes 
the mesh network according to the compile options [2]. The 
Sensor Nodes join the Network automatically, and then data 
from a certain node can reach the Coordinator in the ZigBee 
network, regardless of the distance as long as there are enough 
routers in between to pass the message along. 

III. HARDWARE DESIGN 
The system hardware is composed of the Sensor Node’s 

hardware and the Gateway’s hardware. The Sensor Node is 
responsible for the data acquisition of various kinds of sensors, 
such as obliquity sensor, temperature sensor and accelerometer. 
The Gateway is responsible for collecting the data from the 
Sensor Nodes in the ZigBee Network and forwarding it to the 
Internet.  

A. The Sensor Node’s Hardware Design 
The Sensor Node’s hardware is shown in Figure 2, 

including CC2530 RF chip and sensors. The CC2530 RF chip, 
which contains an IEEE 802.15.4-compliant radio transceiver, 
provides a System-on-Chip Solution for 2.4 GHz IEEE 
802.15.4 and ZigBee Applications. The RF core controls the 
analog radio modules by using TI’s Z-Stack, which provides a 
software support for the ZigBee protocol, through which users 
can build a ZigBee wireless network easily. 
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Figure 2 Sensor Node Hardware 

The sensors can be connected to the CC2530 I/O pins, and 
the CC2530 can get the sensor data easily with the help of its 
onchip ADC. In some applications, a signal conditioning 
circuit, which would be used to provide a proper voltage level 
for the ADC pins, is needed. 

B. The Gateway’s Hardware Design 
The Gateway’s hardware is shown in Figure 3, including 

ZigBee Coordinator and GPRS Module [3]. The ZigBee 
Coordinator’s hardware is similar to that of Sensor Node, 
however, the difference is that the ZigBee Coordinator’s 
logical type is different from that of the Sensor Node, which is 
determined by the compile options in the Z-Stack. 

RS232

CC2530F256 RF Balun

JTAG

Sensor

Sensor

POWER

GPRS  Module

Antenna

Antenna

ZigBee Coordinator

 
Figure 3 Gateway’s hardware 

The GPRS Module can send data to the sever automatically 
according to the configurations and communicate with the 
ZigBee Coordinator using RS232 interface. 

IV. SOFTWARE DESIGN 
The System software is composed of Sensor Node’s 

software and ZigBee Gateway’s software. The Sensor Node’s 
software is running on the Sensor Node. The ZigBee 
Gateway’s software is running on the Coordinator in the 
Gateway. 

A. Sensor Node’s software 
The Sensor Node’s software program flow chart is shown 

in Figure 4. The Sensor Node will try to join the ZigBee 
Network automatically when power is on and send Self-Info to 
the ZigBee Coordinator when joining the network sucessfully 
[4]. Then it will detect if there is ACK signal received which 
indicates that it has joined the ZigBee Netork and its Self-Info 
has received by the ZigBee Coordinator sucessfully. After that 
it will read the sensors data periodically and send it to the 
ZigBee Coordinator.  

Start

CC2530 Init

Join 
network？

Send Self‐Info to
Coordinator

Receive 
ACK？

Read Sensor 
Data Periodically 
and Send it to 
Coordinator 

Receive 
Command？

Address
Match？

Response to 
Command

Y

N

Y

N

NY

N
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Figure 4 Sendor Node program flow chart 

What’s more, the Sensor Node’s Self-Info can be 
implemented by using the data struct SELFINFO as fallows： 

typedef union SELFINFO 
{ 
  unsigned char TxBuf[16] ; 
  struct RFTXBUF 
  { 

 unsigned char Head ; 
unsigned char Devicetype[3] ; 

   unsigned char macaddr[8] ; 
   unsigned char networkaddr[2] ; 

unsigned char CRC ; 
unsigned char Tail; 

  } INFODATA ; 
}; 
The SELFIFO containes the packet head and tail, 3-Bytes 

devicetype code, 8-Bytes Node’s MAC address, 2-Bytes 
Node’s network address and one byte checksum. 

When the ZigBee Network is established the Node can send 
data to the ZigBee Coordinator, using the DATAFORMAT as 
follows: 

typedef union DATAFORMAT 
{ 

uint8 DataBuf[39] ; 
struct DATABUF 
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{ 
unsigned char Head ; 
unsigned char macaddr [8] ; 
unsigned char networkaddr [2] ;  
unsigned char parentmacaddr [8] ; 
unsigned char parentnetworkaddr [2] ;     
unsigned char DataBuf[16] ; 
unsigned char CRC ; 
unsigned char Tail ;  

}RXDATA ; 
}; 
The DATAFORMAT containes the packet head and tail, 8-

Bytes Node’s MAC address, 2-Bytes Node’s network address, 
8-Bytes Node’s parent’s MAC address, 2-the Node’s parent’s 
network address, 16-Bytes sensor data and one byte checksum. 
Notice that the 8-Bytes Node’s parent’s MAC address, 2-the 
Node’s parent’s network address are used to form the network 
topology. 

B. ZigBee Gateway’s software 
The ZigBee Gateway’s software program flow chart is 

shown in Figure 5 and Figure 6.  

 
Figure 5 ZigBee Gateway program flow chart 

The ZigBee Coordinator will try to setup the ZigBee 
Network automatically when power is on. Then it will test if 
there is a  Node joining request or having received any new 
data coming from the Node, and if either is possible, it will 
process the event immediately.  

OSAL is a multi-Non-preemptive task, polling operation 
System by means of using polling mechanism for task 
scheduling [5] ~[6]. Z-Stack running on the basis of OSAL, 
which provides services and managements such as task 
management, task synchronization, message management and 
memory management. Each task running independently in the 
Z-Stack can be seen as an OSAL task. Therefore, the multi-task 
programming becomes easy to implement. 

The task initialization process is: 

• Initialize the system task event handler list array 
tasksArr[]. 

• Assign a unique task ID and allocate the stack memory 
for each task. 

• Register a application object in the AF layer using the 
afRegister () function 

• Registered the corresponding OSAL or HAL system 
services. 

The data format used between the Coordinator and the 
GPRS Module can be implemented by the data struct 
GATEWAYDATA as follows: 

typedef union GATEWAYDATA 
{ 

uint8 DataBuf[29] ; 
struct UARTBUF 
{ 

unsigned char Head ; 
unsigned char macaddr [8] ; 
unsigned char networkaddr [2] ;     
unsigned char DataBuf[16] ; 
unsigned char CRC ; 
unsigned char Tail ;  

}DATA ; 
}; 
The GATEWAYDATA containes the packet head and tail, 

8-Bytes Node’s MAC address, 2-Bytes network address, the 
16-Bytes sensor data and one byte checksum [6]. 

 
Figure 6 GPRS Module program flow chart 

The GPRS Module will load the conFigure uration options 
when power is on. Then it will detect whether there is a 
message coming from user’s cell phone or any data transferred 
from the ZigBee Coordinator [7]~[8]. If a message has been 
received, the GPRS Modele will parse and response to it 
according to the content. What’s more, when the data 
transferred from the ZigBee Coordinator has been received, it 
will send it to Internet automatically. Therefore, users can get 
the data from the sever. 

V. CONCLUSION 
Based on ZigBee and GPRS Module, we not only put 

forward a wireless monitoring system, which combines the 
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ZigBee’s intelligent network building with GPRS’s advantage 
in long distance data transfering, but demonstrate this design in 
both hardware and software. The system can be used in remote 
control and wireless monitoring applications. The further 
research is to pay specific attention to ZigBee Gateway 
functional expansion References 

 
[1] ZigBee Standards Organization. ZigBee Specification.2007. 
[2] Texas Instruments Inc, Z-Stack Sample Application for CC2530-

DB[Z].2010 
[3] Drew Gislason, ZigBee Wireless Networking.2008 
[4] Shahin Farahani, ZigBee Wireless Networks and Transceivers.2008 
[5] Texas Instruments Inc, Z-Stack Developer’s Guid for CC2530.2010 
[6] Li Jun, Huang Lan and Wang Zhong-yi, Energy Management Strategy 

for WSN Based on Z-Stack, Computer Engineering, vol. 37, no.7,  2011, 
pp.121–124. 

[7] 孙维新.基于 GPRS 的制冷设备远程监控系统的设计与实现[D].成
都：电子科技大学, 2007. 

[8]  刘文萍,杨学超,王景中.基于 GPRS 的远程报警视频监控系统[J].计算
机工程, 2007(24):253257. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

154



Parking Assist System Using Fisheye lens

MinSung Kang 

Dept. of Info. and Comm. Eng., 

Yeungnam University 

Gyeongsan, Korea 

zxc2100@ynu.ac.kr 

Yongwan Park 

Dept. of Info. and Comm. Eng., 

Yeungnam University 

Gyeongsan, Korea 

ywpark@yu.ac.kr 

 

 
Abstract—in this paper, we offer Parking Assist System. The 

current system using cameras or sensors on the driver by an 

acoustic parking tells about the environment. Our systems use 

wide angle of fisheye lens camera with existing systems. So we 

can provide wide visibility to the driver. 

Keywords-component; Parking Assist Systes, Fisheye lens 

I.  INTRODUCTION (HEADING 1) 

Recently, many consumers have focused on Parking Assist 
System. J. D Power of the „2001 Emerging Technologies 
Study‟, according to, 66 percent of consumers willing to 
purchase a Parking Assist System that was answered, as 
consumers interest has led the actual purchase. To meet this 
consumer demand of Parking Assist System is being developed 
in various forms. Parking Assist System can be divided into the 
two broad.  

First method is automatically parking. This systems using 
sensor in mounted front and back of car and System detect of 
parking space. This systems is very helpful because 
automatically detection of space and parking. Recently, these 
technical is mounted on the vehicle, but the cost is very high to 
consumers. 

 

Figure 1. Parking Assist System using sensor  

 

Figure 2. Parking Assist System using camera 

Second method provides environment information of 
parking. This system use sensor or camera. The system in Fig. 
1 uses sensor that provide distance to the object. The system in 

Fig. 2 uses a camera that provide estimated steering angle. In 
addition, method is a bird‟s-eye view around the vehicle 

The advantage of the Sensor is precise measurement of the 
distance. But the sensor cannot use object of wires, ropes, 
chains, cotton, and sponge. In addition, higher or lower than of 
the bumper object is not available. 

Camera is less precise measurement of the distance. But 
consumers prefer camera than sensor because camera image is 
very similar to person‟s eye 

 

Figure 3. range of Fisheye lens 

In this paper, we offer Parking Assist System using fisheye 
lens camera with existing systems. Angle of fisheye lens in Fig. 
3 is 180°. So we can take maximum viewing angle by using 
minimal camera. And we calculate the distance to the output by 
a still image of fisheye lens.  

II. MEASUREMENT OF DISTANCE USING FISHEYE IMAGE 

A. Distortion correction of fisheye lens 

Unlike a general camera lens, angle of fisheye lens is 180°. 
We can take wide still image. But fisheye lens make distortion. 
So we must be distortion correction. 
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Figure 4.  Distortion still image 

 

Figure 5. Correction still image 

Fig. 4 is distortion still image of fisheye lens. In order to 
eliminate the distortion of the image reconcile the major axis of 
image with the minor axis of image. And we calculated camera 
parameters through a calibration process. Finally we make 
corrected view in Fig. 5 using camera parameter. 

B. Measurement of the distance using correction image 

 

Figure 6. remove noise 

In order to remove noise of still image in Fig. 6, we uses 
sharpening, smooth, dilate, and erode. 

 

Figure 7. binarization 

Second,  binarization in Fig. 7 use sobel mask. 

 

Figure 8 Set ROI 

Third, ROI in Fig. 8 is set where location is high 
probability of lane 

 

Figure 9. detection all straight line 

Fourth, Detection all straight line in Fig. 9 use hough 
transform. 

 

Figure 10. detection lane 

Fifth, Detection lane in Fig. 10 use slope, length, location 
of line and difference slope, difference length, difference 
location between line and other line.  

And we calculate pixel distance between fisheye and lane. 
Finally, Pixel distance changed the actual distance using the 
ratio between pixels and the actual distance, fisheye 
characteristic and perspective. 

III. CONCLUSION 

We offer Parking Assist System using fisheye lens. So we 
can take maximum viewing angle by using minimal camera. 
Simulation error is between 1cm and 5cm in actual parking 
environment. Measurement of the distance for Parking Assist 
System is similar compare camera with sensor. So using 
camera system performance is good than using sensor system. 
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Abstract—The Fractional-N synthesizers can achieve low phase 

noise, high frequency resolution and fast frequency switching 

at the same time. A Sigma-Delta Fractional-N synthesizer can 

achieve better phase noise performance by the Sigma-Delta 

modulators’ spur suppression method. A novel structure 

MASH 1-2-2 with dithering is presented in this paper to 

attenuate the noise power in-band. Then a new circuit 

structure of PLL is presented and it adopts the novel structure 

MASH 1-2-2 with dithering. The phase noise value is -

92.13dBc/Hz at 1 KHz offset the carrier frequency and -

108.47dBc/Hz at 10 KHz offset the carrier frequency, 

55.001MHz.  

Keywords-Fractional-N synthesizers; MASH; phase  noise 

I.  INTRODUCTION  

High demanding on frequency synthesizers is put 
forward with the rapid change of the wireless systems. The 
classical PLL synthesizers with integer-N dividers suffer 
from limitations in meeting various requirements such as low 
phase noise and fast frequency switching. The Fractional-N 
synthesizers overcome the limitation by changing the value 
of a programmable divider, and then high frequency 
resolution can be achieved by the average division ratio of 
the divider’s changing values without using low reference 
frequency. Compared to the integer-N PLL, the Fractional-N 
synthesizers have higher phase comparison frequency and 
then the Fractional-N synthesizers can achieve low phase 
noise, high frequency resolution and fast frequency 
switching at the same time. Sigma-Delta modulation is 
regarded as a better technique to achieve the Fractional-N 
synthesizers [1]. Fig.1 shows the block form of Fractional-N 
synthesizers using the technique of Sigma-Delta modulator. 
F is the fractional part of frequency dividing ratio, and the 
clock of the Sigma-Delta modulator is the reference 
frequency. Because the PLL work as low-pass filter to the 
quantization noise, the noise out of band will be eliminated. 
That’s why we need less noise power in the band. In the 
Fig.1, PD is phase discrimination; LPF is low-pass filter; 
VCO is voltage controlled oscillator; ÷N is programmable 
frequency divider controlled by Sigma-Delta modulator. 
Then the fr is the reference frequency and the fo is the output 
frequency. As a deterministic finite state machine, when the 
input of the MASH DDSM is constant and the quantization 
noise exists in the spectrum periodically. There are many 

factors affecting the period of the quantization noise. For 
example, the initial condition of the register, the input value, 
the modulus of the quantizer. The shorter length produced by 
the MASH, the higher the noise power shared by per tone. 
Increasing the length of the MASH’s output can spread the 
noise power over more tones and the noise power of the 
PLL’s bandwidth can be smaller. 

The objective of this work is to develop a novel MASH 
structure whose length of the output is longer than the 
classical MASH, and then it will have much more smaller 
noise power in the bandwidth of the PLL. In the following 
we will present the new structure of the MASH and the 
spectrum simulation the MASH, and then we compare the 
performance of the new structure and the classical MASH in 
a specific PLL hardware. 

PD LPF VCO

÷N

rf of

Sigma-Delta

modulator

F

 

Figure 1.  Block form of Fractional-N synthesizers 

II. A NOVEL STRUCTURE MASH 1-2-2 WITH DITHERING 

Increasing the order of the MASH DDSM can increase 
the length of the MASH’s output. Similarly, adding random 
dithering can break down the period of the MASH’s output 
and then the noise power can spread to more tones. However, 
adding random dithering can bring in extra noise to the 
system, and it should be carefully considered [2]. 

In Fig.2 we show a first order error feedback modulator 
with dithering. The dithering comes from y1[n], which is one 
time delay of the output y[n] multiply by the constant a. M is 
the step size of the quantizer and M=2n0 and n0 is the word 
length of the input. 

The first order error feedback modulator with dithering 
introduces a feedback line from the output to the input, so the 
signal transfer function STF (z) and noise transfer function 
NTF (z) become: 
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Figure 2.  The first order error feedback modulator with dithering (EFM1) 

The advantage of this first order error feedback 
modulator is that the length of the output can achieve the 
maximum with a specific a, and the specific a must meet the 
requirement that M-a is the largest prime number less than M. 

Table I gives some example of specific a according to the 

word length of the input.  

TABLE I.  THE SPECIFIC A WITH RESPECT TO THE WORD LENGTH N0 

N0
 

a 

5,7,13,17,19,31 1 

9,10,12,14,20,22,24,29 3 

8,18,25,26,32 5 

11,12 9 

In the Fig.3 we show a second order error feedback 
modulator with dithering. Compared with first order error 
feedback modulator with dithering, the second order error 
feedback modulator suppresses the quantization noise much 
better. We can easily see it from the signal transfer function 
STF (z) and noise transfer function NTF (z): 
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Figure 3.  The second order error feedback modulator with dithering 

(EFM2) 

MASH DDSM 1-2-2 is the combination of a cascade of 
EFM1, EFM2, EFM2 and some delay of signal. As shown in 
Fig.4, the quantization error e[n] of each stage is fed to the 
next stage and the output y[n] is fed to some delay network. 
Compared to the classical MASH structure, this new 
structure introduces a feedback line from the quantization 
error e3[n] to the input x[n]. e3[n] is a long sequences and it 
can be used as dithering added to the input without extra 
hardware. The transfers function from e3[n] to x[n] is V[Z] 
and V[Z] is used to eliminate the effects of the noise. The 
V[Z] and the relationship between X[Z] and Y[Z] are given 
as followed:  


1( ) (1 )lV z z   


1 5( ) ( ) (1 ) ( )Y z X z z E z    

+ +

EFM1

Z-1

EFM2EFM2

Z-1

x[n]

y[n]

y1[n] y2[n] y3[n]

e1[n] e2[n] e3[n]

V(z)

+

1-aZ-1

 

Figure 4.  MASH 1-2-2 with dithering 

III. DESIGN AND SIMULATION 

The Sigma-Delta modulator adopts the new structure we 
describe in the last chapter, MASH 1-2-2 with dithering. In 
order to testify the performance of the MASH 1-2-2 with 
dithering, we compare the power spectra of the MASH 1-2-2 
with dithering with the classical MASH 1-2-2 without 
dithering [3][4]. Fig.5 shows the output spectra of 13 bits 
MASH 1-2-2 with dithering and 13bits MASH 1-2-2 without 
dithering. We can easily see MASH 1-2-2 with dithering 
have lower noise power in the bandwidth of the PLL. 

 

Figure 5.  Output spectra of a 13 bits MASH 1-2-2 with dithering, a 13 

bits MASH 1-2-2 without dithering with normalized input 0.3 
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The low-pass filter consists of two first order RC filters 
and an active filter. The use of active filter is to provide 
enough controlled voltage and the use of the two RC filters 
are to make enough attenuation of reference spurs. Besides, 
In order to achieve low noise, the value of resistance is chose 
as small as possible. 

In this work, we adopt the AD9901-type PFD (phase 
frequency discrimination). As is shown in the Fig.6, the main 
components include four “D” flip-flops, an exclusive-Or gate 
(XOR) and some combinational output logic. The circuits 
operate in two distinct modes: as a linear phase detector and 
a frequency discriminator. The benefits of these circuits are 
that when the phase difference is π, then the PLL is locked, 
and it avoids the “dead zone” of the phase frequency 
discrimination. 
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Figure 6.  The block form of PD 

IV. HARDWARE IMPLEMENTATION 

In order to testify the performance of the MASH 1-2-2 in 
the hardware, we apply it to a project of 38-76 MHz PLL. A 
32 bits MASH 1-2-2 with dithering was modeled using 
VHDL hardware description language and implemented on a 
Xilinx Spartan3 XC3S400. The block form of the PLL is 
shown in Fig.7 and the circuit diagram is shown in Fig.8. 
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Figure 7.  block form of the PLL 

 

Figure 8.  circuit diagram of the PLL 

 As is shown in the Fig.7, The PFD output PFD_P and 
PED_N, the signal REF_P and REF_N which come from 
REF (reference clock), and the signal VCO_P and VCO_N 
which come from VCO all adopt the signal type “LVDS”, 
which will make sure their amplitude so small that they 
cannot modulate each other via ground bounce, supply dip 
and so on. Besides, in order to prevent the modulation 
between VCO signal and REF signal, The VCO signal and 
REF signal must enter on opposite sides of the FPGA and 
PFD output exists on a third part.  

This Fractional-N synthesizer covers the frequency from 
38 to 76MHz, and the reference frequency and VCO dividers 
[5], MASH 1-2-2 with dithering and AD9901-type PFD are 
all implemented in a Xilinx Spartan3 XCS400. The PFD rate 
is 1MHz, and the VCO and reference oscillator are low 
phase noise oscillators. 

 In order to attenuate the reference spurs, the bandwidth 

of the PLL is set to 2 KHz. Phase margin is 59.8°and 

magnitude margin is 28.7 dB. The two indexes meet the 
requirements of stabilities of the PLL. 

Fig.9 shows the output phase noise of the Fractional-N 
synthesizer at 50.001MHz with the new structure of MASH 
1-2-2 with dithering. The phase noise value is -92.13dBc/Hz 
at 1 KHz offset the carrier frequency. The phase noise is -
108.47dBc/Hz at 10 KHz offset the carrier frequency [6]. And 
the spurs are attenuated under the noise floor. Table II shows 
the phase noise comparisons between MASH 1-2-2 with 
dithering and MASH 1-2-2 without dithering. The phase 
noise can improve 2-4 dB at the offset frequency we adopt. 
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Figure 9.  output phase noise of the Fractional-N synthesizer (Span=5MHz, 

RBW=30 KHz) 

TABLE II.  PHASE NOISE COMPARISONS BETWEEN MASH 1-2-2 WITH 

DITHERING AND MASH 1-2-2 WITHOUT DITHERING 

Frequency offset 1KHz 10KHz 100KHz 

MASH 1-2-2 with 

dithering(dBc/Hz) 

-92.13 -108.47 -115.61 

MASH 1-2-2 without 

dithering(dBc/Hz) 

-89.59 -104.80 -111.32 

V. CONCLUSION 

In order to achieve better noise performance, a novel 
structure MASH 1-2-2 with dithering was presented. The 
simulation shows that MASH 1-2-2 with dithering has lower 
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noise power than MASH 1-2-2 without dithering in-band. 
Then the MASH 1-2-2 with dithering was achieved in a 
FPGA to testify its performance. And then a new circuit 
structure of PLL was presented and it adopted the novel 
structure of MASH 1-2-2 with dithering. The output 
spectrum shows that the phase noise can improve 2-4 dB at 
the offset frequency when we use the novel structure MASH 
1-2-2 with dithering. 
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Abstract—With pulse compression technique providing a means 

of achieving good detection range and fine range resolution, 
angular resolution is the key parameter of radar. Conventional 
means of increasing angular resolution are dependent on the size 
of the antenna aperture. In framework of maximum a posteriori, 
this paper presents an iterative deconvolution algorithm to restore 
the target location information and then to enhance angular 
resolution. Simulation results show that the algorithm can 
efficiently attenuate the effect of antenna pattern convolution and 
highly enhance angular resolution; real radar experiment results 
show an order of improvement in angular resolution over real 
aperture image, and confirm that the algorithm could obtain 
angular superresolution. 

Keywords-angular resolution; maximum a posteriori; iterative 

deconvolution 

I. INTRODUCTION 

With pulse compression technique providing a means of 

achieving fine range resolution, the largest remaining 

constraint in imaging radars is azimuth resolution. In an 

unprocessed scanning real beam radar system, the angular 

resolution  is limited by the antenna aperture size D to the 

value / D  , where  is the wavelength[1]. While beam 

width control is adequate for target detection, prohibitively 

large antennas result for the narrow beams required to 

determine detailed characteristics such as the number, size or 

separation of targets.  

The need for information of this sort led to the 

development of synthetic aperture radar. Unfortunately SAR 

systems also have limitations. Synthetic aperture technique 

(SAR, ISAR) obtains a larger synthetic aperture through strict 

correlation processing, SAR processing require radar platform 

motion as well as a considerable amount of dwell time; in 

ISAR processing, target rotation is outside the control of the 

radar, and thus, not an optimal solution[2]. Furthermore, SAR 

systems are unable to image at forward-looking, are expensive, 

and are hardware dependent, most importantly, they are 

comparatively slow in imaging due to the extensive amount of 

signal processing required. These limitations have led to 

renewed efforts to improve the angular resolution of real beam 

systems. Real aperture radar improves the azimuth resolution 

mainly by increasing the physical aperture, but constrained by 

the antenna weight, size and other physical factors, it’s 

difficult to obtain high azimuth resolution. 
Radar response is the convolution of the antenna pattern 

and the surface scatter, thus deconvolution methods could 

recover the target location information in theory, past attempts 
of deconvolution to enhance radar angular resolution fail 
because the presence of the noise and pattern zero make the 
deconvolution to an inherent ill-posed problem. In order to 
solve this problem, many deconvolution methods have 
presented. In [3], a fast CID algorithm is proposed to avoid 
division in frequency domain, but azimuth resolution 
improvement is approximately 2 times when the SNR is 10dB; 
in [4], authors develop a generalized inverse filtering method 
and deconvolution is computed in time domain, however, 
computation is too complex to fit for real-time implement; in 
[5],[6], a scheme of multi-channel deconvolution for 
monopulse radar is presented, a order improvement in angular 
resolution when the SNR is higher than 30dB. These exiting 
methods can’t enhance resolution high enough or require 
higher SNR.  

This paper presents an iterative method to achieve radar 
angular super-resolution. In framework of maximum a 
posteriori, the iterative algorithm is derived to restore the target 
location information, in theory the algorithm converges quickly 
and has low calculation complexity. Both simulation and real 
radar data experiment results prove that algorithm could 
achieve higher angular resolution by a few iterations at low 
SNR condition. 

II. SCANNING RADAR SIGNAL MODEL 

Imagine a mapping radar scanning a region containing 

only a few point targets. As shown in Fig. 1, the baseband 

video output signal will trace out the antenna voltage pattern 

as it scans past an isolated single reflector; if  two point 

reflectors are close together, the output voltage will be 

proportional to the superposition of two replicas of the antenna 

pattern, appropriately separated.  

 

Noise Point Scatterers Response 

Point Scatterers 

Antenna Pattern 

Antenna Pattern 

= * 

Receiver Noise 

+ 

 
Figure 1. Illustration of radar scanning 
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Clearly, if two targets are too close together the composite 

response will have a single peak and they will not be resolved. 

Furthermore, the spacing limit is determined by the beam 

width of the antenna pattern. 
Consider a radar scanning a region, antenna pattern is 

equivalent to the angular impulse response, and return in 
angular is the convolution of the antenna pattern and the 

surface scatterers. Consider return in only one range bin: ( )   

denotes the surface scatterers of M point, ( )P  , ( )n  denote 

antenna pattern and noise respectively, then signal model for 
the return in one range bin is given as: 

 ( ) ( ) * ( ) ( )r P n       (1) 

where ( )r   is return, ― * ‖ is convolution operator. In 

frequency domain, signal model (1) is expressed as: 

 ( ) ( ) ( ) ( )R P N       (2) 

Where   is spatial frequency. 

Typical antenna patterns result in strong lowpass filtering, 
and low resolution in the output data results from filtering out 
high spatial frequencies from the true scene. In time domain, 
the azimuth resolution is proportional to the beam width, 
pattern modulation lead to the poor azimuth resolution; in 
frequency domain, the band of pattern is finite, after the 
convolution the spectrum outside antenna pass-band is equal to 
zero, azimuth resolution narrows down. 

This filtering interpretation of the sensor physics clearly 
suggests that we can restore the lost resolution by 
deconvolution, or inverse filtering. In theory, using knowledge 
of the antenna pattern to recover surface scatterers: 

 ( ) ( ) / ( )r P     (3) 

In practice, conventional inverse filtering does not work. 

The reason is the band limited nature of ( )P  , and (3) requires 

to form 1 / ( )P  ; since ( )P   is zero for spatial frequencies 

above some cutoff value, 1 / ( )P    at those frequencies, 

resulting in tremendous noise amplification and useless results. 

III. ALGORITHM WITH MAXIMUM A POSTERIORI 

For mathematical simplicity, signal model in (1) can be 
expressed in a matrix-vector form [7]: 

 r P n   (4) 

where P  is the convolution operator, defined on size M M , 
, ,r n are vectors of size 1M  containing return, surface 

scatterers and noise respectively. 

Refer to MAP (maximum a posteriori), the actual  should 

be  . 

arg m ax[ ( ) ( )]
r

p r p r                             (5) 

The iterative method is derived in framework of maximum 
a posteriori, considering that the return r  is the convolution of 

pattern and surface scatterers, then the expected value at the ith 

element in the return is ( )
i ij j

j

E r p   ,where 
ij

h  is the 

(i ,j)th element of matrix P ,
j

 is the jth element of vector 

 .In the case of Poisson noise, the actual ith pixel value 
i

r  in 

r  is the one realization of Poisson distribution with 

mean
ij j

j

p  . Thus, we have the following relation: 
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Each element in return r  is realized by an independent 
Poisson process, then: 
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Assuming that ( )p  is Poisson's distribution, then: 
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                       (8) 

where 
j

 is the probability of the j position. 

An approximate solution of (7) and (8), for given observed 
return r is obtained by maximizing MAP ( / ) ( )p r p r , or 

equivalently  ln( ( / )) ( )p r p r . 

( ) ln ( / ) ln ( )J p r p                                     (9) 

Differentiating ln( ( / ))p r   with respect to  , we get 

following relation: 
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Using the (11), 
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Setting the result to zero, 
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Because of the complexity of solving the (13), using the 
iterative method to resolve. 
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where ( )  is the renewal function. Rearranging  (14),  then 
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Suppose that 
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 is equal to the current 
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and matrix and vector expression is: 
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where superscript T denotes transpose of matrix, and /( )r P  

denotes the vector obtained by componentwise division of r  

by P . 

Deconvolution processing overcomes poor resolution limit 
of antenna, achieve higher resolution in time domain or 
spectrum extrapolation in frequency domain. Antenna pattern 
passband is limited, the spectrum of return is zero outside 
passband leading to lower resolution; superresolution or 
spectrum extrapolation could recover the spectrum components 
outside the passband, frequency domain broadening means 
high angular resolution in time domain. To determine the 
superresolution performance of iterative algorithm, we 
transform iterative formula (15) into the frequency domain[8]. 

After the convolution, band frequency components of ( )
k

f  

are spread out of the band. In single iteration, the convolution 
operation can extrapolate the spectrum, so the spectrum of next 

iteration 1
( )

k
f

  is greater than ( )
k

f . After a few iterations, 

Algorithm gradually restores spectrum outside the pattern 
passband and achieve the azimuth super-resolution [9][10]. 

IV. SIMULATION AND REAL-DATA EXPERIMENT 

A. Angular Resolution Enhancement Simulation 

Iterative algorithm for radar angular super-resolution is 
verified in the simulation. Figure 1 top chart shows the 
distribution of surface scatterers, three point targets, two 
extended target, respectively, In this distribution, the narrowest 
spacing between points scatterers is approximately 0.8°, and 
for the extended targets is about 0.5°; The chart down shows 
the normalized antenna pattern, the 3dB bandwidth of main 
lobe is about 2.65 °. 
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Figure 1.  Scatterers distribution and idealized antenna pattern  

Fig.2 show return signal and super-resolution processing 
result. The top chart is the return calculated with formula (1) 
and SNR is 15dB, resolution is very poor, point targets and 
extended targets are difficult to distinguish. The bottom chart 
shows the iterative algorithm output, the number of iterations is 
50 times, compared with return, the three points distinguish 
was very fully distinguished, while two expanded targets 
separate effectively. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Return signal and superresolution processing result 

B. Real-data Experiment 
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Figure 3. Range bin response in the scene 
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Now we turn to examine the performance of the angular 
resolution enhancement algorithm using radar real-data, the 
number of iterations is 100. Fig.3 show comparative result of 
signal in a range bin response in the scene. Fig.4 is the original 
image, azimuth resolution is very low, and it’s difficult to 
distinguish targets.  

 

Figure 4. Real beam image 

Figure 5 shows the algorithm output, the results show that 
the proposed approach produces sharper point target image 
than the original real-beam image, improvement in angular 
resolution is about 10 times. Also, the approach has effectively 
suppressed the clutter background, enhanced image features for 
targets. 

 

 

 

 

 

 

 

Figure 5. Angular resolution enhanced image by iterative algorithm 

V. CONCLUSION 

An iterative deconvolution algorithm with MAP for radar 
angular super-resolution has been developed and tested. 
Simulation results show that the algorithm effectively 
attenuates the effect of antenna pattern convolution, largely 
enhance radar azimuth resolution; real radar data experiment 
results demonstrate one order improvement of angular 
resolution compared with original image. 
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Abstract—This paper proposes a method to extract 3D shapes of 

teeth automatically from dental CT images obtained from a 

micro-CT system. The information of 3D shapes is very helpful 

for dental analysis. Therefore, automatic and accurate method 

for extracting the shape of tooth is required. In this area, there is 

a problem of miss-extraction by extracting adjacent tooth or 

alveolar bone together with the target tooth. An existing method 

called Active Contour Model (ACM) which uses the information 

of contour of tooth tried to extract the shape of tooth. But 

accurate result couldn’t be achieved.  We propose a method using 

the characteristics of dental structures to achieve the accurate 

extraction. 

Keywords-region extraction; dental CT image; 3D shape; 

region growing; 

I.  INTRODUCTION 

In recent years, benefits of images play a vital role in 
medical field. X-ray, MRI (Magnetic Resonance Imaging) and 
CT (Computer Tomography), in particular, are used to aid 
diagnoses extensively. The benefits derived from using images 
are reducing burden of medical doctor, externalizing and 
accurizing diagnoses, making a database and so on. 

The diagnosis using images is also made in dental field, and 
information of the shapes of teeth achieved from the images 
shown in Fig.1 has great advantages.  

 

Figure 1.  Example of the dental CT images. 

One of the ways of extracting the shapes of teeth is tracing 
the contours of teeth manually in every CT slice. However, this 
method causes a great deal of trouble because of enhancing 
resolution of imaging devices recently. Thus the automatic 
system to extract is required. The method called Active 
Contour Method (ACM) using the information of teeth 
contours was introduced in [1]. But it couldn’t achieve the 
accurate extraction due to over-extraction which is extracting 
the unnecessary structures such as adjacent teeth or alveolar 
bone together with the target tooth. 

We introduce region growing method that considers the 
characteristics of dental structures for suppressing over-
extraction that is the main issue of this field, and for achieving 
high accuracy extraction. 

II. PROPOSED METHOD 

The proposed method consists of some steps, which is 
regularization, enhancing the contrast, smoothing, making the 
contours and region growing. 

A. Regularization 

At first, we introduce regularization which is using Slice 
Energy (SE) [2]. It is necessary that each slice has similar 
brightness value in this method. SE is the sum of brightness 
value of all pixels in each slice, and it is calculated by (1).  



SE  Iz(x,y)
x,y

                                (1) 

Iz(x, y) in (1) is the brightness value in the voxel of 
coordinates (x, y, z). The brightness value in every slices can be  
regularized due to all slices have constant values of SE. 

B. Enhancing the contrast 

Next, contrast is enhanced. In the dental CT images, a 
tooth and the structures around it such as alveolar bone have a 
similar brightness, so miss-extraction can be occurred. In 
order to prevent from extracting the structure except the target 
tooth, we enhance the contrast by converting the brightness 
value as (2). 

Ryuichi YANAGISAWA, Yoshihiro SUGAYA, Shinichiro OMACHI 

167

Administrator
文本框
[ECC2011_P_09]



)2550(       
255

ˆ
2

 i
i

i I
I

I                 (2) 

Ii is the brightness value of the certain voxel, and iÎ  is its 

converted value. The result of this process is shown in Fig.2. 

 

 

Figure 2.  The result of enhancing the contrast. 

C. Smoothing 

The CT images have particular noises, and these noises 

often cause miss-extraction. In order to solve this problem, we 

should smooth the CT images before the extracting process. 

But on the other hand, smoothing tends to decrease the 

sharpness of the edge of the image, which might also cause 

accuracy deterioration of extraction. So we introduce bilateral 

filter [3] that is one of the edge-preserving smoothing filter. 

The brightness value output by bilateral filter is calculated by 

(3) 
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In (3), f is the intensity of certain voxels. i is the voxel 

which is to be smoothed, and j is a referred voxel.  σd is the 

standard deviation of space domain, and σr is the standard 

deviation of the intensity domain. N(i) is a spatial 
neighborhood of voxel i.  

D. Making the contours 

In the process of region growing, some conditions are 
needed to stop growing at proper area. The information of a 
contour of a tooth can be used for a good condition. We make 
the contours by drawing the lines of certain value between the 
pixels stepping over certain brightness value, and this step is 
iterated at every brightness value. In the case of the contour of 
the height of 5 is shown in Fig.3. 

 

However, we will get unnecessary contours such as one of 

the noise or structures around the tooth. In consideraion of it, 

we limit the length of contours so that we can sort out the 

contours of only teeth and reject unnecessary contours. The 

image of contour made in above way is showed in Fig.4.  

 

 

Figure 3.  The case of making the contour of the height of 5. 

 
Figure 4.  The result of making the contour. 

However, the conoturs of terminals of the tooth might be 
also rejected due to the limitation that they are too short. Thus 
our method introduces the contours of X and Y axis direction 
not only Z direction. Fig.5 shows the images of X and Y 
contours.  
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Figure 5.  The contour images of X and Y axis 

The contour of root is too short to be remained in Z 
direction contour. However, the contour of root in Z is 
contained in long contours in other direction contours. That 
means X and Y contours enable to restore the short contour at 
the terminal rejected in Z direction by length limitaion (Fig.6). 

 

 

Figure 6.  The diagram of other axis contour. 

The way of using X and Y contour is to adopt the different 
contour according to the region growing direction. In region 
growing step, this method takes in three-dimentional adjacent 
voxels meeting certain conditions in sequence. We introduce 
the information of the contours as one of the conditions when 
the extracted region expands. Then, this method introduce the 
Y and Z axis contours in the case of expanding along X 
direction, Z and X axis contours in the case of along Y 
direction and X and Y contours in the case of along Z 
direction. This enables to take advantages of contours of each 
direction. 

E. Region growing 

The region of a target tooth is extracted by region growing 
method [4]. In this method, we have to give a start point called 
“seed” at first. After seed is set, then the seed takes the 
neighboring voxels within certain conditions one after another 
as an area to be extracted. 

The structures we want to extract are dental pulp, dentine, 
and enamel. As the characteristics of dental structure, we can 
see the tendency that the structures near the surface of a tooth 
tend to have higher brightness. Considering this, we can extract 
the shape of the target tooth as a cluster of structures by setting 
the seed on the dental pulp, that has the lowest brightness value, 
and taking in sequence the neighboring voxels with higher 
brightness value until reaching the surface as shown in Fig.7. 

 

Figure 7.  Flow of region growing. 

In addition, the region growing method described above is 
applied similarly to adjacent teeth, and two or more areas 
which are extracted by the seeds scramble for certain voxels. 
When more than two regions are going to take in a same 
certain voxel, the region whose center of gravity is nearest to 
the voxel will take in it as Fig.8. This process is introduced 
because extracting the plural teeth simultaneously causes 
scramble that is mentioned above at the contact zone of teeth, 
and prevents the leakage to the adjacent teeth. So applying the 
region growing method to plural teeth achieves reducing miss-
extraction at the crown of the teeth.  

 

Figure 8.  The region whose center of gravity is nearest 

III. RESULT 

The left side in Fig.9 is the result of the existing method [1], 
and the right side is the one of the proposed method. The target 
tooth is the lower right-sided lateral incisor. In the case of the 
existing method, over-extraction to alveolar bone was caused at 
the root of the tooth. On the other hand, good extraction could 
be achieved by the proposed method, and over-extraction was 
hardly caused. 

 

Figure 9.  Comparison with existing method. 
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Fig.10 shows the comparison with the manually extracted 
teeth. The images of the left side are the results of manual 
extraction, and that of the right side are the results of the 
proposed method. In the figure, lower right-sided central 
incisor as Fig.10(b) and lower left-sided lateral incisor as 
Fig.10(d) seem to be good extractions. On the other hand, 
miss-extraction occurred in lower left-sided canine as Fig.10(f). 

 

 

 

Figure 10.  The results of (a)(b) lower right-sided central incisor, (c)(d) lower 

lefr-sided lateral incisor, (e)(f) lower left-sided canine. 

Next we evaluate the accuracy of extraction by the 
proposed method quantitatively. In this paper, we introduce the 
value of precision and recall. Precision evaluates the 
suppression of un-extraction, and recall evaluates the 
suppression of over-extraction. Each value is calculated as 
shown in Fig.11. 

We applied our proposed method to six teeth, which are 
lower central incisors, lower lateral incisors and lower canines. 
The result of quantitative evaluation is shown in Table 1. We 
achieved high value of precision, but we have to improve the 
value of recall. 

 

Figure 11.  Illustlation of the evaluation values. 

TABLE I.  THE RESULT OF QUANTITATIVE 

EVALUATION

  

 

The result shows that we could suppress over-extraction in 
our method, but un-extracted voxels were still remained. That 
is to say we couldn’t extract the region that have to be 
extracted. So we should consider the problem of using X and 
Y axis contour. It is sure that the contour of a terminal of the 
tooth is achieved well by using not only Z direction contour 
but also X and Y contour, but the contours of not teeth such as 
noises also increase. The unnecessary contours disturb the 
region growing. Then we have to consider the way of making 
the contour of X and Y direction. 

IV. CONCLUSION 

In this paper, we proposed a method of extracting 3D 
shapes of teeth from dental CT images. This method consists of 
some stages. In contour making step, the X and Y direction 
contours are used to achieve the contours of a terminal of the 
tooth which is rejected in the contour of Z direction by 
limitation of contour length to reject noises. 

The shapes of six teeth were extracted by our proposed 
method. Over-extraction to adjacent teeth or alveolar bone was 
suppressed. However, un-extracted region, that has to be 
extracted, was remained. So we must make accurate contours 
of X and Y direction to achieve better extraction. Applying the 
proposed method to other teeth is an important future work. 

 

170



REFERENCES 

[1] S. Omachi, K. Saito, H. Aso, S. Kasahara, S. Yamada, and K. Kimura, 
“Semi-Automatic Reconstruction of Tooth Shape from CT Images by 
Contour Propagation,” IEICE Transaction on Information and Systems, 
vol. J91-D, no.9, pp2426–2429, 2008. 

[2] T. Grenier, C. R. Muller, N. Costes, M. Janier. G. Gimenez, “Automated 
Seeds Location for Whole Body NaF PET Segmentation,” IEEE 
Transaction On Nuclear Science, vol. 52, no. 8, pp1401–1405, Oct. 2005. 

[3] C. Tomasi, R. Manduchi, “Bilateral filtering for gray and color 
images, ”in Proc. Int. Conf. Computer Vision, pp839–846, 1998. 

[4] R. Adams, L. Bischof, “Seeded region growing,” IEEE Transaction on 
Pattern Analysis And Machine Intelligence, vol. 16, pp. 641-647, 1994. 

 

171



 

172



Pattern-Search-based Optimized PM signal design 
 

Liang Li, Lingjiang Kong*, and Xiaobo Yang 
School of Electronic Engineering 

University of Electronic Science and Technology of China 
Chengdu, China 

*Corresponding author E-mail: lingjiang.kong@gmail.com 
 

Abstract—In this paper, a radar system capable of adaptively 
adjust its transmitted waveform is considered. In which a 
mechanism that dynamically mitigate the effect of the 
environment is taken so as to improve the detection performance. 
Such method is particularly suitable for low speed target 
detection in compound-Gaussian (CG) sea clutter environment. 
As a key feature of  above adaptable structure under the 
framework of general likelihood ration test (GLRT), phase-
modulate (PM) signal design problem is exploited, analyzed and 
transferred analytically into a simple mathematic representation. 
Further more, a pattern search based algorism addressed on this 
optimization is designed and evaluated. 

Keywords- waveform diversity; PM signal; detection; pattern 
search; 

I.  INTRODUCTION 
The problem of ocean surface small target detection is 

challenging due to the heavy clutter background. Such a 
scenario is typical when radar operates with low grazing angles 
over the sea. Improvement in detection performance is 
demanding and can be achieved by taking pulse-to-pulse 
waveform agility that allows radar to perform a certain level of 
scenario cognition and adaptation [1] [2]. 

In this work, we follow the dynamic waveform design 
method [1] which aims to design the waveform in pursuit of 
mitigating the side lobe interference from clutter at a specific 
range bin, so as to increase SCR associated with weak target 
and improve its detection performance. In this method, the 
location of potential target range bin and clutter power 
distribution over range bins near by is estimated and an 
optimized phase-modulated (PM) waveform is designed 
accordingly. The generalized likelihood ratio test (GLRT) for 
the target [2] is then expressed as a function of phase modulate 
parameters of the waveform and estimated clutter statistics. 
Maximization of the GLRT criterion has been taken into 
optimize waveform synthesis process. 

Conventional waveform synthesis method in [3] provides a 
basic framework that reveals a complex relation between 
waveform parameter and target function. Simplified and altered 
in current synthesis problem, a series of expressions that 
encompass a standard form of multi-dimension optimization 
problem are acquired.  

Algorisms such as exhausted search [9], linear 
programming (LP) [10], gradient descent [11], Newton-
Raphson method [2][8] and pattern search [4] etc. are generally 
applicable to multi-dimension optimization problems. In this 

case, the LP, gradient descent and Newton-Raphson methods 
are all computationally costly than patter search, and they 
require complex measurements to ensure convergence. 

Pattern search method, which is also known as direct-search 
or derivative-free method, operates in a quite simpler way. 
General pattern search varies one parameter at a time by steps 
of the same magnitude, and when no such increase or decrease 
in any one parameter further improved the solution, they halved 
the step size and repeated the process until the steps were 
deemed sufficiently small. 

A pattern search based waveform parameter optimize 
algorism has been designed and evaluated.  

II. SYSTEM AND SIGNAL MODELS 
Consider a two-stage procedure of transmitting waveform 

to realize an improved detection performance. The first stage 
transmits a linear frequency modulated (LFM) chirp pulse train 
to estimate clutter statistics and possible target position, while 
in the second stage, PM waveform is designed based those 
estimation and such a pulse train is transmitted to yield 
optimized detection.  

The procedure assumes a low speed Swerling I target that 
has reflectivity b=[b0,b1,…bK–1] with respect to K pulses, which 
follows a complex Gaussian distribution b~CN(0,σ2IK). In each 
stage, series of pulses are transmitted in very short duration so 
that Doppler effects and processing can be ignored. Further 
more, it is also assumed clutter power is significant higher than 
that of addictive noise, there for the effect of addictive noise is 
ignored. After sampling and matched-filtering of the received 
signal, the vector from matched-filter according to jth range bin 
is given by 

 
1

0
( 1)

[ ] [ ]
s

s

N

j s s j n
n N

r z j n z n y
−

+
=− −

= − + ∑b  (1) 

Where n0 is the rage bin index that target is located, zs[n], 
|n|<Ns is the autocorrelation function of transmitted signal with 
length of Ns. 

Compound-Gaussian model [5] is used in the procedure. 
Clutter statistics are estimated in stage 1 of the procedure. 
Suppose a target is predicted in range bin j, then it has to 
estimate 
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Where Σ is speckle covariance matrix, and Tx are textures 
over range bins. From (2), the covariance matrix of the 
matched-filter output is 

 2 2
0{ } | [ ] |H

j j j k s jR E r r z j nσ β= = Ι − +Σ  (3) 

Where 
1
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j j n s
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T z nβ
−

+
=− −

= ∑ represents total clutter 

power of the matched-filter output at range bin j, is contributed 
by both clutter reflection at range bin j and reflections of near 
ranges that caused by range side-lobe. 

The maximum likelihood estimate can be found using EM 
algorism [6]. After the estimating of (2), a subspace-based 
clutter suppression method [7] has been taken. As assumed that 
clutter concentrates most of its energy in a lower-rank subspace. 
By means of projection on a lower dimension subspace matrix 
Qc

┴ with rank of K’, whose columns corresponds to the small 
eigenvalues of estimated speckle covariance matrix Σ̂ , thus 
there has 

 H
j c jr Q r⊥ ⊥=  (4) 

Then the clutter-suppressed version of received signal is 
obtained. 

III. GLRT DETECTOR 
With respect to a given range bin, hypotheses H0 which 

indicate the presence of only clutter while H1 indicate the 
presence of both clutter and target are defined. The GLRT is 
formed [15] 
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Under hypotheses H0 and H1, the covariance matrixes of rj
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are 
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Considering of both probability density functions in (6) are 
complex Gaussian with zero means, the GLRT can be reduced 
to 

 1 2 1ˆ( ) H
j j s jT r r C C rω ωσ γ⊥ ⊥ − − ⊥ >= <  (7) 

Apply Eigen-decomposition on Cω=VωΛωVω
H, where Vω is 

unitary matrix and Λω is diagonal matrix of Eigen values λω (n), 
n=0,…,K’ –1, thus (7) can be written as 

 2 1 2 1
'ˆ ˆ( ) ( )H
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IV. OPTIMAL SIGNAL DESIGN 
By the end of Sub-dwell 1, environment parameter Θ is 

estimated, and a potential target position for further detection in 
sub-dwell 2 is provided. According to (8), an optimized 
transmit signal can be designed to maximizing Λj

GLRT, which is 
equivalent to minimize ˆ

jβ . 

The waveform of transmitted signal in sub-dwell 2 is a 
phase-modulated waveform 

 2 ( ) exp( ( )),0 ss t j t t Tψ= ≤ ≤  (9) 

Where the phase modulation is applied in equal length of 
segments as 

 ( ) , ( 1)it i T t i Tψ μ= − Δ ≤ ≤ Δ  (10) 

Where Ts and ΔT is the pulse duration and modulation 
interval, and μ=[μ1, μ2,…,μNs]T is phase vector of phase 
modulation. The autocorrelation function of transmitted signal 
is then represented as 

 
1

1[ ] exp( ( ))
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s n i i
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=
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Which is clear that both zs[0]=1 and zs[–n]= zs[n]* holds for 
all n. There for the goal of optimal signal design is 

 ˆarg min jβ
μ

 (12) 
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Define ( )1( , ) i jj

s

r i j e
N

μ μ−= , and let 0
1

,
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sN n

i
i j n j

c n r n i i
−

=
≠ −

= +∑ . 

Expand (11), it can be expressed as (13). 

It is clear that as a function of μj, ˆ
jβ has only 5 non-zero 

Fourier coefficients in its Fourier series, it is periodic and 
continues and has derivations of any order. Simple as it is 
however, no analytic solution for its minima over 0~2π can be 
found, nor dose it fit well with quadric function which is used 
for Newton method of root finding. 

Recall for (12), it is required for an algorism to find a 
vector μ=[μ1, μ2,…,μNs]T, in which each of μj should be given 
exact value within a specific precision (exp. 2π/28). An ideal 
algorism or optimize method should be able to find the global 
optimized point of Ns dimension hyper space, while in 
practice ,there are so many local optimum with near-optimal 
solutions. There for, a local search approach is suitable for the 
problem (12). 

We develop a pattern search based optimize method as 
follows: 

1) Start iteration form μ directly inherit from LFM 
waveform, set search step-size to 2π/16, that is 16 equally 
spaced points range from 0 to 2π. 

2) Iteratively take rounds of calculations that update μi for 
every i, and progressively shrink the step-size until it reaches 
the predefined precision. 

3) Continue iteration with step-size equal to the predefined 
precision, shrink the search range according to the maximal 
changes of μi of a round, until it reaches 0. 

In process 2 and 3, on μi for every i, (13) is used in 
calculation, and value of μi that correspond to the smallest ˆ

jβ  
is chosen to be the new value of μi, and continue with next i 
until it reaches Ns. 

Such an algorism guaranties convergence in this problem 
[12], though it does not necessarily yields the global optimal. 

V. SIMULATION 
The simulation is set in order to evaluate the solving of (12) 

with proposed algorism. Look into (13) where texture estimates   
T̂  among so many parameters in the model are of only concern. 
For the simulation, the estimation result of texture follows a 
gamma distribution 

 
2

2 1 2 22( ) exp( )
( )

v
vbp u u b u

v
−= −

Γ
  

Where b is scale parameter and ν is shape parameter. In this 
simulation it use b=1 and ν=0.4, which corresponds to a highly 
non-Gaussian clutter. A typical sample of clutter power over 
256 range cells are shown in figure 1.  

 
Figure 1.  Clutter distribution over range cells 

 

Figure 2.  Comparison of the magnitude of the autocorrelation of the 
designed PM (solid line) with that of the LFM (dashed line) 
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Figure 3.  Clutter suppression compared with LFM signal vs. iteration 
number 

Suppose a target is located at 0th of the range cell on figure 
1, and use Ns=128 in (9).The 128 dimension μ=[μ1, μ2,…,μNs]T  
is meant to be optimized to satisfy (12) with accuracy of 2π/28. 
In another word, an alternate autocorrelation function of a 
signal is obtained that makes ˆ

jβ  smaller. This is done by the 
method described in section IV, and the autocorrelation 
functions of both LFM signal and optimized PM signal 
(

2

2| [ ] |sz n ) are shown in figure 2. 

It can be observed that the value of 
2

2| [ ] |sz n has many 
concaves in comparison with that of LFM’s, and those concave 
are generally aligned with range bins where large clutter power 
present. Also there are many side-lobes of 

2

2| [ ] |sz n have higher 
magnitude than that of LFM’s. These side-lobes correspond to 
range bins that have relatively lower power of clutter. 

The iteration progressively optimizes the PM parameter μ, 
and this progress can be seen from figure 3, which shows the 
value of ˆ

jβ  with current PM signal compares with that 
corresponds to LFM signal. It also represent just how much of 
the clutter power that comes from range side-lobes has been 
reduced with optimized signal, compared with that LFM signal 
can produce. 

VI. CONCLUSION 
The problem of detecting low speed small target in sea 

clutter has been stated; a clutter mitigation mechanism has been 

further observed and analyzed. On the design of the optimized 
phase-modulated waveform that maximized the GLRT, a 
pattern search based algorism is proposed. Such an algorism is 
demonstrated and evaluated via a simulation, and the results 
show effectiveness of the algorism. The results also suggest 
significant performance improvement by clutter mitigation 
mechanism with optimized PM signal in the ascribed detection 
scenario can be attained. 
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Abstract— Our work presents a fact that by taking advantage of 
the sparseness of speech signals in the time domain, sparse 
representation methodology shows promise in coping with the 
difficult problem of denoising in time domain directly. We 
enforce sparsity by imposing penalties based on the 1l -norm. 
Explicitly enforcing the sparsity of the representation is 
motivated by a desire to obtain a noise-reduced estimate of the 
time sequence that only utterances are reserved. Frame-by-frame 
basis operation is induced to improve its performance. 
Experimental results from real data examples show that the 
proposed algorithms achieve some improvement on quality 
assessments. 

Keywords-  Signal Representation; Speech Denoising; Sparse; 
Time-domain; Frame-by-frame . 

I.  INTRODUCTION  
Estimating a signal from a noise-corrupted observation of 

the signal, known as denoising, is one of the fundamental and 
extensive problems in signal problem. Over past several 
decades much research has been focused on this area. 

There have been many techniques proposed for denoising 
of speech signal corrupted by an additive noise, which is 
independent of speech signal. The general algorithms of speech 
denoising are designed to remove additive background noise 
for improving speech quality. In our discussion, background 
noise will refer to any additive broadband noise component 
include white Gaussian noise, aircraft cockpit noise, or 
machine noise in a factory environment.  

Some techniques based on stochastic process models of 
speech rely on a given mathematical criterion, while others 
based on perceptual aspects of speech attempt to improve 
aspects important in human perception.  Based on speech 
modeling using iterative methods, Wiener filtering [1] performs 
estimating model parameters that characterize the speech signal, 
followed by filtering of noisy speech signal by using a filter 
derived based on the minimum mean-square error criterion and 
resynthesis of the noise-free signal. It requires a priori 
knowledge of both noise and speech statistics. Spectral 
subtraction (SS) [2] ,which has still been popular due to its 
computational efficiency [3], suppresses noise by subtracting 
an estimated noise bias in the power spectral, Fourier transform, 
or autocorrelation domain simply. Applying  Independent  

Component  Analysis  (ICA)  to  a large ensemble of clean 
speech frames, sparse code shrinkage (SCS) [4], as well as 
wavelet shrinkage [5-6], projects the frames composing a noisy 
speech signal on some kind of basis, facilitates the application 
of Bayesian denoising to each of the resulting independent 
components  individually. 

Basically, all these methods are to transform signals into 
some domain to obtain the main components related to the 
clean original signals subtract the slight components related to 
the noises and reconstruct the noise-reduced signals. Signal 
representations corresponding to invertible transforms such as 
the DFT, the discrete cosine transform (DCT), or the discrete 
wavelets transform (DWT) [7] are convenient and easy to 
calculate . However, it is difficult to determine many 
alternative representations for specific signals. 

Over recent years there has been growing interest in finding 
ways to transform signals into sparse representations [8], i.e., 
representations where most coefficients are zero. These sparse 
representations are proving to be a particularly interesting and 
powerful tool for analysis and processing of audio signals. 
Finding a sparse representation for a signal has many 
advantages for applications such as coding, enhancement, or 
source separation[9]. The large parts of human speech signal 
are periods of silence among the small parts of utterances, 
which attributes the sparsity in time-domain. By taking 
advantage of the sparseness of speech signals in the time-
domain, Time-domain Sparse Representations Denoising 
(TdSRD) show promise in coping with the difficult problem of 
denoising, but, to my knowledge, its potential for speech 
enhancement has not yet been exploited. 

The goal of this paper is to explore how to utilize the time-
domain sparse signal representation methodology for practical 
speech signal denoising. The main contributions of our paper 
include explore the possible of apply sparse signal 
representation in time-domain process and introduce the frame-
by-frame basis operation, which make the algorithm tractable 
and stable. Finally, the selection of regularize parameter 
involved in our approach, which balances data-fidelity with 
sparsity, is discussed. In our experiments, the proposed 
approach exhibits some advantages on quality assessment over 
other denoising techniques. Another advantage of the approach 
is its flexibility, since few assumptions are made in the 
formulation, e.g., a priori knowledge of both noise and speech 
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statistics is not required. Similarly, extensions to many 
scenarios, such as other signals and non-Gaussian noise, can be 
readily made. 

The paper is organized as follows. The general Time-
domain Sparse Representations Denoising and its frame-based 
version are presented in Section II. The selection of regularize 
parameter are discussed in Section III. Section IV presents 
experimental evaluation and results, and Section V gives 
conclusions. 

II. TIME-DOMAIN SPARSE REPRESENTATION 
DENOISING  

A. SPARSE SIGNAL REPRESENTATION 
The simplest version of the sparse representation problem 

without noise is to find a sparse NCx , given MCy , which 
are related by y Ax ,with M N .Assume the matrix A  be 
known. The assumption of sparsity of is crucial since the 
problem is ill-posed without it .The ideal measure of sparsity is 
the number of  nonzero entries x ,which donated by 0

0
x , so-

called 0l -norm. Looking for argmin 0

0
x , however, is a 

difficult combinatorial optimization problem and is intractable 
for even moderately sized problems. It has been shown that in 
some case[10-11],  the 1l relaxation 1

1
x  can replace 0

0
x  [12]. 

Min 1

1
x subject to y Ax is a convex optimization problem, 

and the global optimum can be found for real-valued data by 
linear programming. 

In practice, a noiseless measurement model is rarely appro-
priate; therefore, a sparse represen-tation problem with additive 
Gaussian noise takes the following form: 

  y Ax n  

To extend 1l -penalization to the noisy case, an appropriate 
choice of an optimization criterion is  

 1
2 2
2

ˆ min     

ˆ to subject  

x

y Ax
 

where is   a parameter specifying how much noise we wish to 
allow. 

B. Time-Domain Sparse Representation Denosing 
Let us consider a typical inverse problem. Denote by x the 

original clear signal, and by v some kind of additive noise. 
Assume that the random variable y is the noisy version of 
signal x  

  y x v  

We are interested in estimating x̂ from the observed noisy 
signal y by means of ˆ ( )gx y . Compare to equation(1), 
equation(3) has a difference that M N and NA I .Here NI  is 
a N N  identity matrix. Correspondingly, the estimation x̂  
can be obtained by 1l -norm of the time-domain sparsity 

 1
2 2
2

ˆ min     

ˆ to subject  

x

y x
 

where the regularization parameter 2  is a critical parameter 
related to the fit of the solution to the data. The selection of the 
regularization parameter will be discuss in Section III. 

Figure 1.  Waveforms of.orignal and denoised signal at SNR = 20 

C. TdSRD on Frame-by-frame bais 
Given the short-term, usually 10ms-30ms,stationary of 

speech signal and the fact that the regularization parameter is 
related to the energy of the noise, the frame-by-frame basis 
operation is considered, which split the entire single-channel 
noisy speech signal y  into short-term segments or frame, each 
consisting of N samples, and deonising on frame basis. This 
gives a set of N-dimensional observation vectors  

 1( ),..., ( )nt ty y y  where ( ) [ ( ), ( 1),..., ( 1)]n n n nt y t y t y t N   y , 

nt  donates the start time of each frame. Corresponding notation 
is used for clean speech signal. According to(4), for large 
number of frames, the estimation  1ˆ ˆ ˆ( ),..., ( ))nt tx x x  can be 
obtained by 


1

2 2
1 1 12

2 2
2

ˆ     min     

 to 

ˆ( ) ( )
                

ˆ( ) ( )n n n

subject

t t

t t





 

 

x

y x
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where 2
1 ,…, 2

n  are the regularization parameters for relative 
frames. In the following derivations, for convenience, the time 
index nt  will be omitted and without causing any confusion. 
 

III. REGULARIZATION PARAMETER SELECTION  
An important part of this deonising framework is the choice 

of the regularization parameter in equation(4), which balances 
the fit of the solution to the data versus the sparsity prior. The 
same question arises in many practical inverse problems and is 
difficult to answer in many cases, especially if the objective 
function is not quadratic. Let us denote the estimate obtained 
using as 2  the regularization parameter by 2ˆ( )s . A well-
known idea under the name of discrepancy principle [13] is to 
select   to match 2ˆ( )s  the residuals of the solution to some 
known statistics of the noise when such are available. For 
example, if the distribution of the noise is known or can be 
modeled, then one can select 2  such that 

2 2

2 2
ˆ( ) ( ) ( )n n nt t E n t    y s . With the knowledge of the 

distribution, we can find a confidence interval 2

2
n  for and use 

its upper value as a choice for 2 .In simulations we present in 
Section IV, we find that this procedure generates appropriate 
regularization parameter choices for our problem when noise is 
reasonably small.  

When noise statistics are not known, and no knowledge of 
the number of sources is available, the choice of the 
regularization parameter is a difficult question. Directly 
searching for a optimal value of  2  is a difficult but effective 
way that requires solving equation(4) multiple times for 
different 2 s. Another way has been approached in the inverse 
problem community by methods such as L-curve [14]. 

IV. EXPERIMENTAL RESULTS  
In this section, we present several experimental results for 

our time-domain sparse representation deonising (TdSSD) 
scheme. First, we compare the quality assessments of our 
method to those of classical algorithms under various 
conditions. Next, we discuss and present results on 
regularization parameter selection. Finally, in Section V, we 
present an extension of our framework to general signal 
scenario and demonstrate its effectiveness on a number of 
examples. 

A. Quality Assessment 
Generally speaking, quality assessment techniques fall into 

two classes: subjective quality measures and objective quality 
measures. Subjective measures are based on the opinion of a 
listener or a group of listeners of the quality of an utterance. It 
is the preferable means of quality assessment, but may be 
variations or biases among listeners. Here we take the objective 
quality measures, which are not equivalent to Subjective 
measures. Experimental evaluation of the proposed algorithms 
is performed in terms of segmental SNR and Itakura-Satio 
Distortion Measure (IS) measure. 

Donating the original clean signal and estimated speech 
signal by s and ŝ ,respectively.  The segmental SNR (SNR seg) 
is a much-improved frame-based quality measure that SNR is 
measured over short frames and the results averaged, and is 
formulated as 

 1

1

2

1
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where 0 1 1m ,  m ,  ... ,  mM   are the end-times for the M frames, 
each of which is length N. The segmentation of the SNR 
permits the objective measure to assign equal weight to loud 
and soft portions of the speech. 

As the SNR itself may not provide enough information 
about the usefulness of an enhancement algorithm, we also 
provide evaluation by calculating Itakura-Satio (IS) Distortion 
Measure. Based on linear predictive coding (LPC), IS measure 
provides a meaningful measure of performance when the two 
waveforms differ in their phase spectra, as the human auditory 
system is relatively insensitive to phase distortion, and is 
defined by 

  
2 2

2 2, log 1
T

p c pc c
IS p c T

p c c c p

a a
d a a

a a
 
 

    
               

R
R

 
 

   

where 2
c  and 2

p  are the LPC gains of the clean and 
denoised signals, respectively, ca is the LPC vector of the 
original speech signal frame, pa is the LPC vector of the 
denoised speech frame, and cR  is the autocorrelation matrix of 
the original speech signal. .The IS values were limited in the 
range of [0, 100]. This was necessary in order to minimize the 
number of outliers. 

The experimental evaluation was performed with speech 
signals selected from the TIMIT database, separately for each 
gender. The training set contained 30 sentences for each gender, 
which were randomly selected part of SA2 from the MSJS1 
subset. Noisy speech signals were created by adding a noise to 
the clean speech signal at various SNRs. We used Gaussian 
noise from the Noisex92 database. Here moderate SNR = 10dB 
is considered. 

The performance of the proposed algorithms (TdSSD) was 
compared with the spectral subtraction, Wiener filter, discrete 
wavelet transform (DWT) enhancement method proposed in [7] 
employing Symlets wavelet. 

An example of clean, noisy and denoised speech signals are 
depicted in Figure 1. , It can be observed in the time-domain 
representation that the denoised speech signals obtained by all 
the algorithms have a low residual noise level as well as some 
distorts. TdSRD almost sets the silence period to zeros. 
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Figure 2.  Comparision of Sengment SNR and IS of  Denoised Signals at 
SNR = 0dB 

Figure 3.   Comparision of Sengment SNR and IS of  Denoised Signals at 
SNR = 5dB 

The obtained results in terms of segment SNR and IS are 
presented in the Figure 2. Figure 3. at SNR = 0dB,5dB, 
respectively. It shows that It can be seen that TdSRD 
algorithms in most cases improve SNR with moderate distorts. 
Compared with other algorithms, TdSRD performs better in the 
case of SNR = 5dB than in the case of SNR = 0dB. 

B. Regularization Parameter Choice 
We illustrate the importance of a good choice of the 

regularization parameter in TABLE I. For “bad choice,” the 
regularization parameter was set  lower, that would lead to the 
increase of IS and deterioration of SNR. The choice relates to  
many factors such as the SNR, the length of frame and so on. 
In normal cases, 2 0.1  usually is a good choice. Another fact 
we notice is that we can not obtain the same good choice based 
on different assessments. 

 

TABLE I.  THE SELECTION BASED ON SEGMENTSNR AND IS 

2  
Quality Assessments 

Min IS Max segment SNR/dB 

1 
 

11.2933 0 

10-1 9.0672 11.9 

10-2 11.4911 16.12 

10-3 11.5472 15.89 

V. CONCLUSION  
In this paper, we explored a noval formulation of single 

channel speech denoising problem in a sparse signal 
representation framework. We started with a scheme for speech 
deonising with the whole signal and developed a tractable and 
stable frame-by-frame-based method. We proposed an 
automatic method for choosing the regularization parameter 
using the constrained form of the discrepancy principle at high 
SNR. Finally, Experiments were performed on speech data 
corrupted by Gaussian noises and the evaluation was 
performed in terms of segment SNR and IS measure. The 
experimental results, confirming our theoretical analyses, 
showed some performance improvements, in some aspects, 
over conventional speech denoising techniques. 
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Abstract— An accurate circuit-performance simulator using 

precise delay tables is proposed for asynchronous Network-on-

Chip (NoC) design. In the proposed simulation model, LUT-

based delay elements are used for estimation of operation delay, 

while functional elements emulate handshake-based control used 

in an asynchronous circuit. As a result, fast and accurate 

simulator for asynchronous NoC can be realized. 

I. CIRCUIT MODEL USED IN PROPOSED SIMULATOR  

Asynchronous Network-on-Chip (NoC) systems have been 

recently focused to advance VLSI performance. However, 

asynchronous NoC simulator with both high speed and 

accuracy has not been proposed yet. Fig. 1 (a) illustrates a 

timing chart of an asynchronous circuit simulated by the 

conventional gate-level simulator. Its timing evaluation is 

accurate because delay time of each logic gate is actually 

calculated. Although, caused by the precise delay calculation 

in many points, it takes too much time to simulate the large-

scale NoC. Fig. 1 (b) shows a timing chart by cycle-accurate 

simulator. In this simulator, delay time in unit circuit 

component is estimated as a fixed period. Therefore, 

computation time is greatly reduced compared with it by gate-

level simulator because of the simple delay estimation at a few 

points in cycle-accurate simulator. However, the operations of 

an asynchronous circuit are not performed at a constant period. 

Therefore, estimation error is inevitable in a simulation of an 

asynchronous circuit and it resulted in degradation of accuracy 

of delay in the simulator.  

For fast and accurate simulation of asynchronous NoC like 

Fig. 1(c), a simulator which can handle variable-period 

estimation at a few evaluation points is desirable.  Fig. 2 

shows an example of an asynchronous circuit model used in 

the proposed simulator. This model consists of variable delay 

elements and a functional element. Gate-level circuit operation 

is replaced by the LUT-based delay estimation which makes 

its computation cost small. Furthermore, handshaking used in 

the asynchronous control is emulated by the functional 

elements. As a result, fast and accurate evaluation of 

asynchronous NoC can be realized by using proposed 

simulator. 

II. DISCUSSION AND CONCLUSION 

Table 1 shows the estimated error in latency and normalized 

computation time of a simple asynchronous circuit evaluated 

by the conventional and proposed simulators. Latency 

computed by proposed simulator is close to it by gate-level 

simulator. On the other hand, computation time is almost 350 

times faster than it by gate-level simulator. It is competitive to 

the evaluation time by cycle-accurate simulation. As a future 

prospect, it is also necessary to develop a simulation 

environment for various topologies of asynchronous NoC. 

 Gate-level Cycle-accurate Proposed 

Estimated Error Rate 

in Latency 
- 53.1% 3.0% 

Normalized 

Computation Time 
1 0.0024 0.0028 
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Figure 1. Timing chart by simulators: (a) gate-level, (b) cycle-

accurate and (c) desirable (proposed) 

Figure 2.  Asynchronous circuit model used in the proposed simulator 

TABLE I. COMPARISON OF SIMULATORS 
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Abstract—The problem on determining the Direction-of-
Arrival(DOA) of multiple sources impinging upon a LES array 
under the sensor gain and phase errors was addressed. We 
propose a simple and fast calibration algorithm by using a un-
calibration moving sensor. And this method does not require any 
a priori knowledge of the DOA of a signal. Computer simulation 
results illustrate the good performance of the proposed algorithm. 

Keywords-component; DOA; model uncertain; calibration; 

I.  INTRODUCTION 
The estimation of DOA of multiple narrowband signals is a 

classical problem in array signal processing. Many subspace-
based algorithms with high-resolution for array signal 
processing have attracted considerable interest in recent years. 
However, when array error such as the uncertainty of sensor’s 
gain and phase exists, their performance degrades significantly. 
So it is essential to calibrate the sensors errors in practice. 

A number of blind calibration algorithms have been 
developed to calibrate the sensor gain and phase errors using 
some presumed structures. Weiss and Friedlander presented the 
Eigen-structure method for direction finding in [1]. This 
method can estimate the signals’ direction without knowing 
signals’ DOA. But it has great computations and this method is 
not convergent when the signal to noise ratio (SNR) is not very 
high or the signals impinging on the array are not separated 
enough in space. In [2] a procedure is developed for LES array 
that calibrates the array by estimating the sensor gain and phase 
perturbations. The Y.H.Sng and Youming Li improved [2] in 
[3] and [4]. M.P.Wylie,S.Roy，H.Messer and others have also 
do some research in array calibration algorithms based on 
linear equi-spaced(LES) array[5]-[7]. 

This paper presents a method by using a moving sensor to 
calibrate the sensor gain and phase errors. This method can be 
achieved by the moving sensor slide parallel with array. It can 
be regarded as standard to calibrate the array sensors errors. 
Combined with method [3], the result is much more practical 
and better than before.  

This paper is organized as follows: In section II, the data 
model used is introduced. The calibration method using 
moving sensor is given in section III. Section IV combined the 

blinding calibration to our method. Numerical computer 
simulation can be found in section V. 

II. ARRAY MODEL 
Consider a Uniform Linear Array (ULA) composed M 

sensor with no sensor errors. There are K  (1 )K M< < far-
field incoherent signals impinging on the array from directions 

1 2{ , , , }Kθ θ θ"  with wavelength λ . The output of array is 
given by: 

 = +X(t) AS(t) n(t)  (1) 

where is signal matrix; n is a 
complex white Gaussian noise with zero mean, t  is a snapshot 
and  is the directional matrix: 

[ , , , ]T
K= 1 2S(t) s (t) s (t) s (t)" (t)

A
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1 2

1 2

( 1)( 1) ( 1)
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e e e
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⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
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"
"

# # % #
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 (2) 

where 2 sink kdφ π θ λ= . 

With the presence of gain and phase errors, the array output 
has been changed as: 

 ( ) ( ) ( )t t t= +X ΓAS n  (3) 

where , 、1 2
1 2( , , , )Mj j j

Mdiag g e g e g eϕ ϕ ϕ=Γ " ig iϕ are gain 
and phase error respectively. 
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Figure 1.  The moving sensor array model 

The moving sensor is parallel with array, and slide with 
distance , as it shown in figure 1. d

We divide time t  into M equivalently: 1 2, , , Mt t t" . At the 

period of , the moving sensor parallel the 
th sensor of array, the output of the moving sensor is: 

it 1,2,i , M= "
i

 ( ) exp( ) ( ,:) ( ) ( )e i e e i e it g j i t n tφ= +x A S  (4) 

and the i th sensor of array output is: 

 ( ) exp( ) ( ,:) ( ) ( )i i i it g j i t n tiφ= +x A S  (5) 

III. CALIBRATION METHODS 
When the process of sensor movement is over, the moving 

sensor has been paired with all the array sensors. We have: 
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where, [ ] [{ }( ,:) ( ) ( ,:) ( ) H
iP E i t i t= A S A Si i

i

is the power 

of sensor output. Consider the distance of each sensor is not far, 
we can suppose that the power of impinging signal of each 
sensor is equal. 

Then we let: 
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and  

 ( ) exp( ( ))i i iangle j eρ γ φ= = −φ

)

 (8) 

And then define the calibration matrix as follows: 

  (9) ( 1 2, , , Mdiag c c c=C "

where exp( )i ic d jρ= i . 

The received data is calibrated as 

 
( )1

1

( ) ( ) ( )

exp( ) ( ) (
e

e e

t t t

g j tφ

−

−

= +

= +

X C ΓAS n

AS C n )t

e

 (10) 

The estimation of DOA will not be affected by the constant 
exp( )eg jφ  and the C n  can be regarded as new gauss 

noise. 

1 ( )t−

IV. COMBINE WITH BLINDING CALIBRATION 
The proposed method in section III does not using the array 

structure to calibrate the sensor errors. We can join the 
proposed method to some blinding calibration. In this way, we 
can improve the performance of blinding calibration and make 
proposed method more practice. 

A number of auto-calibration algorithms have been 
proposed to calibrate the sensor errors using LEA. Paulraj and 
Kailath has propose a calibration method by using the structure 
of LEA[2]. Youming Li and M.H.Er simplify that method and 
have better performance[4]. But it has demonstrated that those 
methods phase error estimation are biased estimation[4]. 
Combining our method to those blind calibration methods 
could vastly improve the performance. 

The covariance matrix of LES is given as:  
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With the presence of gain and phase errors, the array output 
covariance matrix has been changed as: 

  (12) 
( )( ) ( )i jj

ij ij i jr r g g e ϕ ϕ−= = =HR ΓRΓ� �

According to the Y.H. Sng and Youming Li’s method, the 
gain error is estimated just by considering the amplitude 
differences between two adjacent elements in the main 
diagonal, and the phase errors is estimated by considering the 
phase differences between two adjacent elements in the first 
upper diagonal line as follows:  

(1) Gain error estimation 

Let { }ˆ ˆlnijkl ij klu r= r
1)

−

. Then the gain errors can be 

estimated by solving the following (  linear equations: M −

12 ln 2ln ( 1,2, , 1)i i ig g u i M+− = = "  (13) 

(2) Phase error estimation 

Let { }( 1) ( 1)( 2)ˆ ˆ/i i i iv angle r r+ + += i

)

2)

be the phase difference 

between element  and .Then the phase errors 

can be estimated by solving the following  linear 
equations: 

( 1)î ir + ( 1)( 2)ˆ i ir + +

( 2M −

 1 22 ( 1,2, ,i i i iv i Mϕ ϕ ϕ+ +− + = = −"  

When and ˆig ˆiϕ  are estimated by above equations, 

let ˆˆ ˆ ij
ii ig e ϕΓ = . Then the gain and phase errors can be 

calibrated by the transformation . ( )ˆ ˆ ˆ -1-1 HΓ R Γ

But we can see that the matrix of equations for the phase 
error estimated is: 

  (14) 

1 2 1 0 0
0 1 2 1 0
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"
"
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⎥ −

We can easy known that ( ) 2rank M M= − <A . So it 
is a underdetermine problem, and will bring large errors of 
phase error estimated. 

Introduce the information of the moving sensor, see from (7) 
and (8), we can get: 

 ( ) exp( ( ))i i iangle j

From every movement time, it can get that: 

 exp( ( ))i
ij i j

j

jρϕ φ φ
ρ

Δ = = −  (16) 

Every movement is equivalently to add one equation. 
Substituted the increase equation into (14), it can solve the 
underdetermine problem. Simulation results demonstrate the 
effectiveness of the proposed method 

V. SIMULATION RESULTS 
Defines: The array gain and phase errors were generated by 

the following formula: 

1 ,i g ig a b ϕδ ϕ δ= + = ， where ,g ϕδ δ  are the 
Gaussian-distributed random variables with zero mean and 
variance 2 1δ = , are constants. ,a b

With  Monte Carlo runs, the root mean-square 
error(RMSE) is defined as 

N

 ( ) ( )2

1 1 2 2
1

1 ˆ ˆ
N

i i
i

RMSE
N

θ θ θ θ
=

2⎡ ⎤= − + −⎢ ⎥⎣ ⎦∑  (17) 

A. moving sensor method 

We first present comprehensive results of simulations using 
the algorithm described in section III for DOA estimation for 
two source with  and  using LES arrays of 
sizes M=8 , respectively, with interelement spacing of the half 

wavelength of the signal carrier 

1 55θ = D
2 60θ = D

2
d λ⎛ ⎞=⎜

⎝ ⎠
⎟

t

. Snapshot data was 

generated according to the observation model (3) 

( ) ( ) ( )t t= +X ΓAS n  

and the covariance matrix of the observations was estimated by 
a sample average based on 200 snapshots every movement.  

eρ γ φ φ= = −  (15) 
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Figure 2.  RMSE analysis for estimating DOA versus SNR 

Figure 3.  RMSE alysis for combine with Y.H. Sng and 
Youming Li’s method for estimating DOA versus SNR thod for estimating DOA versus SNR 

an

0.05
All simulations were assuming the noise is a complex 

Gaussian distribution, independent of the signal. a
All simulations were assuming the noise is a complex 

Gaussian distribution, independent of the signal. a 0.05= , 
,  Monte Carlo runs. The performance 

RMSE versus the signal-to-noise ratio(SNR) of the two 
algorithms are shown in Fig.2: 

9b = D 1000kN =

B. Combine with blinding calibration 

The performance will great improvement when combine 
our method to Y.H. Sng and Youming Li’s method. Supposed 
Two incoherent narrowband sources with  
incident on a uniform linear array with elements

1 55 ,θ = D
2 58θ = D

8M = . the 
snapshot number is 200 and ,0.05;a = 64b = D 1000kN = . 
All the simulation results show that the performance of the 

improved method is better to the method of Y.H. Sng-Youming 
Li. Showing in Fig.3 

VI. CONCLUSION 
This paper described a simplified method by using a move 

sensor to estimate the gain and phase error in LEA. And this 
method does not require iteration, so it with little computation. 
Simulation results verified the effectiveness of the proposed 
algorithm. Combine with Y.H. Sng and Youming Li’s method, 
it will reduce the engineering difficulties and improve the 
performance of the original method in [3] and [4]。 
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Abstract—In the paper, a new design of four 

elements time domain ultra-wide band antenna 

array is applied to control the delay time of every 

element. By the design, automatic scan of synthetic 

pattern is realized. In four elements array, 

theoretical analysis and compute is employed to set 

delay time. The pattern was measured have error. 

Then, compensation computational method is used 

to modify the delay time. The theory is validated by 

renewed measured data. Between -40°and   40°, 

the angle of scanning beam is precisely controlled. 

Keywords-time domain antenna array; delay time; 

precisely controll; modified method 

I. INTRODUCTION  

Generally, in GPR(ground penetrating 
radar) system[1,2], antenna array is controlled 
to follow linear mechanical motion of radar 
mainframe. So, large area scanning can be 
realized. Although this method offers simple 
circuits design and low cost, complicate 
mechanical control is inevitable. Besides, it 
also has low scanning speed and high failure 
rate. But, these disadvantages are not belong 
to antenna array with electric scanning method. 
Otherwise, in some algorithm, just as time 
domain synthetic aperture method and time 
reversal method[2,5], GPR system of 
mechanic method could be replaced by 
electric scanning antenna array of time 
controlling. The higher gain is obtained. It can 
significantly increase detecting depth. In GPR 
system, many time domain UWB(ultra-wide 
band) antennas are be used[4-9]. The element 
antenna[11], used in the test, has good 
performance of time domain wide band. The 

parameters, just as array element distance and 
element delay time, are reasonably designed to 
insure precision of scanning angle.   
In Theoretical analysis 

II. THEORETICAL ANALYSIS 

The concept of time domain ultra-wide 
band time control antenna array is derived 
from frequency domain phased-array antenna. 
In time domain antenna array, beam scanning 
of array is realized by accurately delay time 
controlling. Delay time controlling is easily 
achieved by SRT(software radio technology). 
With a simple system design, high reliability 
and low cost is offered. In our measurement, 
time delay of every time delay is calculated 
first. 

When the scanning angle is θ, distance 
between transmit element and receive antenna 
can be expressed as fig.(1) (θ<0°).  

2 21 1[( ) ] 2 ( ) sin ,
2 2 2Am

n n nL mr d d mr mθ+ +
= − + − − ≤  

(1) 

2 21 1[( ) ] 2 ( ) sin ,
2 2 2Am

n n nL m r d d m r mθ+ +
= − + + − ≥  

(2) 
The delay time for each antenna at a 

random angle can be calculated be equation 
(3), 

           1
1

A Am
m

L Lt
c
−

=           (3) 

So, received signal can be defined as 
equation (4), 
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       1
1

( ) [ ]
n

n m
m

y t A x t t
=

= −∑         (4) 

 
 
 

In equation (4), A  means the synthesis 
of antenna gain and route decay. In our four 
element antenna array measurement, the r and 
d are 120mm and 1960mm respectively. θ is 
changed from -40°to 40°. The step is 10°. 
The delay time of each antenna element, 
calculated by equation (1)-(3), is shown in 
table 1. 

III. MEASUREMENT 

Test equipments and diagram are shown 
in fig.(2). The four element array is set up 
on the turntable. Digital oscilloscope is 
applied as receicer. 

 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
Just as fig.(3) shown, from -30 to 30 

degree, the maximum radiation direction is 
satisfied the computed result. But, at ±40 
degree, there is an error. The maximum 
radiation direction has an offset of 3 degree. 
So at this degree, algorithm should be 
modified. 

 

 

Figur.1 Array (Horizon and Deflection)

(a) (a) 

(c) 

(b) 

Figur.2  
a. Antenna array and turntable 
b. Digital oscilloscope 
c. Measurement diagram 
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IV. ERROR ANALYSIS AND MODIFY 

This error is introduced be directivity of 
the time domain antenna. Because, in equation 
(4), A  means a constant value. So, equation 
(4) only be appropriate for the array, which is 
constituted by antennas with omnidirectional 
pattern. If element antenna has directivity, 
equation (4) needs be modified. Just as shown 
in fig.4.  

 

 
 
The modified equation is represented as 

follow, 

      1
1

( ) ( ) [ ]
n

n m m
m

y t A x t tθ
=

= −∑      (5) 

( )mA θ  is delegated a directivity function.           

The element pattern has been measured, just 
as [9] and fig.5.   

2
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The new revised array pattern is obtained 

in fig.6. The measured results validate 
modified algorithm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figur.3 Measured pattern  
a. 10～40 degree 
b. -10～-40 degree 

(b) 

Figur.4 

Figur.5 Element pattern  

(a)

(b) 

Figur.6 Modified pattern  
a. -40 degree  
b. 40degree 
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V. CONCLUSION 

In this paper, time domain antenna array 
with time controller is analyzed. Between -30 
to 30 degree, the scanning angle is accurately 
managed. But, while it is used to larger 
scanning angle, precisely control is hardly 
realized. Modified algorithm is proposed. The 
maximum radiation direction is computed 
according to the degree of deflection. The 
precision is 1 degree. The theory is validated 
by measurement result. So, with high accuracy, 
time domain UWB (ultra-wide bandwidth) of 
time delay controller can be used in GPR. 
Measurement speed is increased in large area 
detecting with less mechanical control. 
Besides, measurement distance could be 
improved by higher gain of the array in 
application 
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Scanning Angle(θ) -40° -30° -20° -10° 0° 10° 20° 30° 40° 

antenna1 -224ps -224ps -224ps -224ps -224ps -224ps -224ps -224ps -224ps

antenna2 20ps -34ps -104ps -134ps -200ps -258ps -384ps -480ps -444ps

antenna3 290ps 150ps 50ps -96ps -200ps -335ps -530ps -600ps -847ps

antenna4 532ps 376ps 172ps -14ps -224ps -420ps -580ps -880ps -1070ps

Table1 Scanning angle and delay time of element antenna 
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I. INTRODUCTION
An N-gram, one of statistical language models, is the most

widely used one as a language model for large vocabulary
continuous speech recognition (LVCSR). In general, an N-
gram can be learned from a text corpus that contains a variety
of topics. Such N-gram shows a high performance to typical
speech inputs. However, sometimes the performance does not
improve when the input is concerned with a specific topic. The
reasons include the influence of out-of-vocabulary (OOV)
words, or recognition errors raising from low linguistic
probabilities. To solve these problems, many methods are
investigated to adapt the language model to the recognition
target [1][2]. Several previous works attempted to collect texts
relevant to recognition target using Web search engine, and the
retrieved relevant documents were used as a source of language
model adaptation [3][4].

There have been a couple of works of language model
adaptation using the WWW so far; Bulyko et al. combined the
language model learned from the typical dialogue and the
information obtained from Web by filtering [5]; Ito et al.
proposed language model adaptation from news stories and
automatically extracted similar articles from present news on
the Web [6]; Nemoto et al. proposed a language model
adaptation using Web documents downloaded by a search
query generated from slides of the lecture [7].

In this paper, we investigate an unsupervised language
model adaptation method. Especially, effect of iterative
adaptation on accuracy of LVCSR is examined. We used three

methods of retrieval of relevant documents. The first one uses
small-scale language resources. The second one extracts
keywords from the preliminary recognition result and
downloads adaptation text using an Web search engine using
the keywords. In the third method, we first download large
number of Web documents beforehand, and choose documents
relevant to the preliminary recognition result among the
downloaded text database.

II. LANGUAGE MODEL ADAPTATION USING WWW

A. Unsupervised Adaptive Procedure
Table 1 shows the details of the baseline corpus. Figure 1

shows the basic framework of the unsupervised language
model adaptation.

Step 1 The baseline language model is trained from
a task-independent baseline corpus, and that language
model is used to obtain the preliminary speech
recognition results from the spoken document.

Step 2 Retrieve documents relevant to the
preliminary recognition result using the above-
mentioned methods, and create a corpus for the
adaptation using the retrieved documents.

Step 3 Create an adapted language model by N-
gram count mixture using the baseline corpus and
corpus for the adaptation.

Step 4 Speech recognition is performed again using
the adapted language model, and the second
recognition result is obtained. This recognition result
is used as the preliminary recognition result for the
second adaptation, and repeat the procedure from Step
2.
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Table.1 The baseline language model

Baseline corpus CSJ 2536 lectures

Vocabulary size 59310

Total number of words 7652530

Backoff smoothing Witten-Bell

Number of unigram entries 41708(cut-off 1)

Number of bigram entries 874059(cut-off 0)

Number of trigram entries 2869943(cut-off 0)

Figure.1 Unsupervised language model adaptation
using retrieval of relevant documents

B. Retrieval of Relevant Documents
We used vector space model [13] for retrieval of relevant

documents from a local database. Let a feature vector of
document D be )(DIIII , calculated as follows:

))(,),(()( 1 VDD wtwtD K=IIII (1)

Here, )(wtD denotes a TF-IDF value of word w in document D.
Then the similarity of two documents is measured using the
cosine distance:

|)(||)(|
)()(),(
21

21
21 DD

DDDDsim
IIIIIIII
IIIIIIII
⋅
⋅

= (2)

When choosing documents relevant to a given document
inD from a set of documents NDD K,1 (i.e. the local database),

we choose the documents that have the largest similarity to
inD .

C. Search Engine
In this study, we used Yahoo! Japan [8] as a search engine,

and Yahoo API [9] was used to send search queries to the
server and get search results. We can obtain up to 1000 URLs
from one search query by using the Yahoo API.

Table.2 Experimental conditions

Acoustic model Continuous Density HMM

Sampling frequency 16 kHz

Analysis window Hamming Window

Window length 25 ms

Frame shift 10 ms

Features MFCC (12dim.)+ΔMFCC
(12dim.)+ΔPower

CMS Performed utterance by
utterance

III. SPEECH RECOGNITION EXPERIMENT

We used 40 lectures from the Corpus of Spontaneous
Japanese (CSJ) as the test set. Experimental conditions of the
recognition experiment is shown in Table 2. We employed
Julius [10] as a speech recognizer.

In the experiments in this section, we observed four indices
as the performance measure: the word correct rate (Cor), the
word accuracy (Acc), the adjusted perplexity (APP), and the
out-of-vocabulary rate (OOV). The word correct rate is the
ratio of correctly recognized words without considering word
insertions. The word accuracy is that considering word
insertions. The adjusted perplexity is the average number of
distinct words predicted at a certain linguistic context; the
lower the APP is, the better the performance of a language
model is. The OOV rate is the ratio of words that are not
contained in the vocabulary of the language model.

A. Adaptation Result Using Small-Scale Language
Resources
First, we used a small corpus as a source of relevant

document retrieval. We used Mainichi Shimbun newspaper
corpus as the database as the small-scale language resources to
evaluate the basic performance of unsupervised language
model adaptation [11]. Mainichi Shimbun corpus is a database
of newspaper articles. We used two-year data from articles of
2000 and 2001, which contain about 200 thousand articles,
around 100 words per 1 article, and the total number of words
are 21 million words. Table 3 shows the results of the iterative
adaptation when 1000 or 5000 relevant documents (articles)
were used as the corpus for adaptation. Number of iteration
was changed from one to five.

It is clear from Table 3 that the recognition performance
improved by repeating the adaptation. When top 1000
documents were used, word accuracy, adjusted perplexity and
OOV improved by 0.31 points, 0.92 and 0.04 point,
respectively. When top 5000 documents were used, the
improvements were 0.16 points, 1.06 and 0.01 point,
respectively.
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Table.3 Adaptation Result (Small-Scale Language
Resources)

iteration Cor[%] Acc[%] APP OOV[%]

baseline 67.51 62.45 101.5 1.54

1000-1 69.11 64.74 94.04 0.75

1000-2 69.35 65.03 93.19 0.71

1000-3 69.36 65.03 93.19 0.71

1000-4 69.37 65.05 93.25 0.72

1000-5 69.36 65.05 93.12 0.71

5000-1 69.15 65.1 92.48 0.65

5000-2 69.17 65.23 91.45 0.64

5000-3 69.21 65.26 91.45 0.64

5000-4 69.18 65.26 91.39 0.64

5000-5 69.2 65.26 91.42 0.64

B. Adaptation Result Using a Web Search Engine
When using a Web search engine, we can search relevant

documents without keeping large amounts of data in the local
storage because we download the relevant data from external
resources. The problem is how to compose a search query
from the preliminary recognition result. We examined the
following two methods for choosing keywords.
� Method 1

Step 1 We calculate the TF-IDF for each word that
appear in the input document [12]. Then, the
words with the highest score are selected as
keywords.

Step 2 Keyword clustering is performed by
similarity between words based on the
document co-occurrence frequency [12], and
each of the cluster is used as a query.

Step 3 The goodness of the composed search
queries are measured [12], and the amount of
data downloaded by each search query is
determined.

� Method 2
Step 1 Let the input document be inD . Each word

appearing in inD is used as a query of Web
search, and a small number of documents are
downloaded. Note that the downloaded Web
documents are associated with a specific
keyword used as the query. We denote the i-th
Web document as i

wD .
Step 2 Compose feature vectors for all of the

downloaded documents as well as the
preliminary recognition result. We calculate

)( inin DIIIIffff = (1)
and

)()( i
wi Dw IIIIffff = . (2)

Then a feature vector for word w is calculated as

∑
=

=
N
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w
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ffff
ffff

FFFF . (3)

Step 3 Similarity between )(wFFFF and inffff are
calculated for all w:

)),((),( inin ffffFFFF wsimDwR = (4)
Then we choose words that give the highest

),( inDwR as the set of keywords.
Step 4 Keyword clustering is performed by

similarity between words using cosine similarity
between feature vectors of words, and queries
are constructed.

Step 5 The goodness of the composed search
queries are measured [12], and the amount of
data downloaded by each query is determined.

Table 4 shows the result of iterative adaptation using top 1000
documents as a corpus for adaptation. It is clear for both
Method 1 and Method 2 that the improvement by the
adaptation is almost converge by five iterations. Also, we
obtained larger adaptation effects by Method 2 than by
Method 1. We compared the results obtained by five iterations.
The improvement of Method 2 for word accuracy, adjusted
perplexity and OOV were 0.37 point, 1.02 and 0.04 point,
respectively.

Table.4 Adaptation Result (Web search engine)
iteration Cor[%] Acc[%] APP OOV[%]

baseline 67.51 62.45 101.5 1.54

Method1-1 69.37 64.92 92.18 0.62

Method1-2 69.84 65.51 87.7 0.53

Method1-3 69.99 65.78 87.0 0.47

Method1-4 70.01 65.78 86.56 0.46

Method1-5 70.05 65.8 86.36 0.45

Method2-1 69.86 65.49 88.83 0.56

Method2-2 70.3 66.01 85.32 0.45

Method2-3 70.29 66.14 84.25 0.42

Method2-4 70.39 66.21 84.51 0.4

Method2-5 70.44 66.19 85.29 0.41

C. Adaptation Results Using Downloaded Data
Finally, we examined a method that uses a large amount of

downloaded data for the adaptation. The adaptation method
based on Web search has an advantage that we do not need to
store a large amount of data in a local storage, but it has a
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drawback that quality of the adaptation corpus depends on the
extracted keywords. In this experiment, we prepared a large
corpus downloaded from the Web, and that corpus was used to
choose relevant documents.

On creating the large corpus, we prepared about 280
thousands nouns, and each of those nouns was used as a
keyword of Web search. We downloaded 50 documents from
the search result of one keyword. Table 5 shows the details of
the created data.

After creating the large corpus, the corpus was used as a
source of relevant document retrieval. We used 1000 and 5000
relevant documents as the adaptation data. Table 6 shows the
result of language model adaptation after five iterations.

Table 6 shows that the Web-corpus-based adaptation gave
the best improvement compared with the adaptation based on
the small corpus or the Web search. Comparing the result of
the first adaptation and the fifth iteration using 1000 adaptation
documents, improvement of the word accuracy, adjusted
perplexity and OOV improved by 0.7 point, 2.22 and 0.06
point, respectively. When 5000 documents were used, the
improvements were 0.67 point, 3.93 and 0.06 point,
respectively.

Table.5 Details of the Downloaded Data
Target number of keywords 287715 Nouns
Download URL 50 URL/query
Download epoch Feb. 2010-Apr. 2010
Total number of documents About 15 million
Total number of words About 10 billion
Total number of distinct words 395809

IV. CONCLUSIONS
To realize highly accurate speech recognition by retrieval

of relevant documents using the Web, we examined
unsupervised language model adaptation using Web documents.
By repeating adaptation procedure using relevant documents,
we confirmed the improvement in recognition performance.

In the experiment, the largest improvement was obtained
when adaptation was performed repeatedly using 5000
documents selected from the downloaded data. Here, the word
accuracy, adjusted perplexity and OOV was improved by 4.1
points, 5.6 and 1.3 point, respectively.

As a future work, we will collect relevant documents using
OOV candidates as search queries. We expect further
improvement of recognition performance using this method.

Table.6 Adaptation Results (Downloaded Data)
iteration Cor[%] Acc[%] APP OOV[%]

baseline 67.51 62.45 101.5 1.54

1000-1 70.73 66.67 81.7 0.33

1000-2 71.37 67.33 79.48 0.27

1000-3 71.38 67.38 79.55 0.27

1000-4 71.39 67.39 79.43 0.27

1000-5 71.38 67.37 79.48 0.27

5000-1 70.95 67.36 81.15 0.27

5000-2 71.51 67.94 78.2 0.22

5000-3 71.61 68.02 77.3 0.21

5000-4 71.63 68.04 77.19 0.21

5000-5 71.61 68.03 77.23 0.21
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Abstract—An approach based on the combination of Finite-

Difference Time-Domain (FDTD) and K-wave is developed 

to simulate thermo-acoustic signal production and 

propagation in microwave induced thermo-acoustic 

tomography (MITAT) system. In the MITAT system, the 

relationship between electric field and acoustic field is a very 

important issue because of its multiple physics mechanism. 

For the thermo-acoustic signal production, the rationality to 

make the Specific Absorption Rate (SAR) values as initial 

pressure value of the thermo acoustic signal is discussed. The 

relationship between the sample boundaries and the amplitude 

of the signal is investigated. Two processes, the absorption of 

microwave energy which is realized by FDTD and the 

acoustic propagation which is realized by K-wave, are 

involved in the simulation. Some discussions are made based 

on the simulation results. 

Keywords-microwave-induced thermo-acoustic; FDTD ; acoustic 

propagation; K-wave 

I. INTRODUCTION  

The microwave induced thermo-acoustic tomography 
(MITAT) is an innovative technique for early breast tumor 
detection [1]. It utilizes the modulated microwave pulse to 
irradiate on a biologic tissue, then thermo-deposition is 
produced due to the electromagnetic energy absorbed by the 
biologic tissue. For the malignance, large magnitude thermo-
acoustic signal is produced due to the higher permittivity and 
conductivity than normal tissue. The mechanism of microwave 
induced thermo-acoustic is an important part of MITAT. A 
model of the electromagnetic and acoustic wave propagation 
using the Finite-Different Time-Domain is presented [2]. With 
the time steps increasing, the error of FDTD is accumulated 
and affects the following accuracy. Additionally, the 
relationship between thermo-acoustic signal and sample 
boundaries has not been reported. However, a relationship 
between the thermo-acoustic waveform and sample boundaries 
is investigated in our work. 

The program includes two parts, the first part is the process 
of absorption of microwave energy and the second one is 
acoustic propagation process. In the first process, the 
distribution of electric fields in sample zone is obtained and 
then the SAR values are calculated. Then the SAR values are 

applied to the initial acoustic pressure [3] and the propagation 
process is simulated by K-wave [4] method. In [2], the 
propagation process of acoustic is implemented by FDTD. K-
wave method has better computing speed and accuracy than 
FDTD.  

The research emphasis is the multiple physics mechanism 
in MITAT system. The research on mechanism makes the 
physical processes of microwave-induced thermo-acoustic 
clearer and accelerates the study of the MITAT.  

The remainder of the paper is organized as follows. In 

section Ⅱ , the theory of MITAT is discussed and the 

mathematical derivation form electric field to acoustic field is 

finished. In section Ⅲ, we present and analysis the simulation 

results and then compare with the experiment result. Section 

Ⅳ is the conclusion. 

II. THEORETCIAL ANSLYSIS OF MITAT 

Microwave-induced thermo-acoustic can be summarized as 
two processes: the unequal absorption of microwave energy 
due to different biological tissues; the other one is acoustic 
production due to thermal expansion caused by the heat energy. 
Microwave-induced thermo-acoustic includes the 
electromagnetic energy to heat, heat to pressure two physical 
processes. There is the conversion among the three physical 
quantities that is electric fields, heat energy and acoustic 
pressure. Chen [1] uses dynamic model and the generalized 
Hooke theorems to obtain the relationship of acoustic pressure 

P and normal stress ii  such as (1) shows. 

Pi ii n ,                                  （1） 

where  n  is the unit normal vector in i direction, i is x, y or z. 

The acoustic pressure P depends on the medium increased 
temperature T due to the microwave heating [1]. Assuming 
that there is no thermal diffusion in the point source, the 
thermal diffusion and heat conduction equation is shown by 

2 ( , ) 1 ( , )
( , )

h r t T r t
T r t

k t


  

 ,                  (2) 
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where k is the coefficient of thermal diffusion, ( , )h r t is the 

heat function. It also can be written as (3)  

( , ) ( )h r t dW dV
  .                           (3) 

The width of the electromagnetic pulse used in MITAT is 
often 0.2~1.0 microsecond and the thermal diffusion in tissue 
can be neglected. The first part of (2) is zero, i.e., 

2 ( , )=0T r t . Equation (4) can be obtained from the second 

derivative with respect to time of (2). 

2
2

2 2

1 P( , ) 1 ( , )
P( , )

2 T V

r t k h r t
r t

c t R C t

 
  

 
,               (4) 

where 
TR is infinitesimal torque, 

VC is material specific heat 

capacity, k is the thermo diffusion coefficient. 

By solving second order linear differential equations, the 
microwave-induced thermo-acoustic source solution is derived. 

1 ( , )
P( , )

2 T V r r t c

k dr h r t
r t

R C tr r 

 



 ,               (5) 

 

where r is the field location, r is the source location. 

In the lossy medium, the absorption of electromagnetic 
energy can be measured by power absorption rate per unit 
mass i.e., Specific Absorption Rate (SAR). 

2( , )
( )

2

d dW h r t
SAR E

dt dV t



 


  


.                 (6) 

Equation (7) can be obtained which is based on the 
combination of (5) and (6), 
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.             (7) 

The connection between electric fields and acoustic 
pressure is built across to (7). Through (5), (6) and (7), it is 
reasonable for the SAR values are equivalence as the acoustic 
source. 

III. SIMULATION RESULTS 

In order to investigate the effect of the specimen itself on 
the signal, the comparison of the signal from the specimen and 
ones without from specimen is carried out. The time delay 
depends on the distance between the specimen and probe is the 
main criterion to judge the thermo-acoustic signal which is 
from the specimen. The FDTD method is employed to 

simulate the electromagnetic fields distribution in the two-
dimensional surface which the specimen is involved. The 
process of acoustic propagation is simulated by the K-wave 
method. 

A. Time Delay Simulation 

In this part, the time delay corresponding to the different 
specimen and probe distances is simulated. Two simulations 
with different distances are carried out. The distances between 
the sample and probe are 5.0 cm and 3.0 cm, respectively. The 
acoustic speed is set to 1500 m/s, the calculated arrival time is 

3.3×10-5s and 2.0×10-5s. In Fig.1 (a) the start time of signal 

is about 3.3×10-5s and the start time of Fig.1 (b) is 2.0×10-

5s. The simulation result matches well with the theoretical 
results. Further more, the time delay depends on the specimen 
and probe distance is validated. 

 

B. Relationship Between Sample and Signal 

In this part, the relationship between sample and signal is 
studied, especially the corresponding relationship between the 
sample boundary and signal amplitude. From (7), the acoustic 
pressure P has relationship with the electric fields in the 
sample zone. In the homogeneous medium, the acoustic 
pressure value of a particle depends on the electric fields in 
the sample zone.  

 
(a) 

 
(b) 

Fig.1 Signals for different distances. (a) is the acoustic signal for the 
distance between sensor and sample is 5.0 cm. (b) is the acoustic signal for 
the distance between sensor and sample is 3.0  cm. 
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  The K-wave method is used to simulate the process of 
acoustic propagation. The one of basis equations of acoustic 
propagation is show in (8). 

- P
u

t


 


                                         

where u  is the particle velocity.  

From (8), the time derivative of particle velocity equals the 
gradient of acoustic pressure. Moreover, the particle which 
has the fast pressure space change rate is the one who has the 
largest acceleration. In the waveform, the peaks are produced.  

Figure 2 shows the kinds of signals obtained from the 
various samples. 

 

In Fig.2, the distances between sample boundaries and 
probes are 5.5 cm, 5.75 cm and 5 cm, respectively. (a), (b), (c) 
are the corresponding signals. The rising edge appears at the 
moment that is corresponding with the sample boundary. 

The pressure distribution curve along the acoustic 
propagation direction within the sample is shown in Fig.3. 

In Fig.3, the acoustic pressure at the boundary location 
changes dramatically whatever in the right boundary or left 
one. The pressure change rate is flat within the sample. 
Across (8), the dramatic space change rate of pressure induces 
the large particle acceleration, i.e., the sharp rising edge of 
waveform. That reason is why the existence of boundaries 
induces signal peaks. 

 

 

C. Experiment Result 

One of the experiment results is shown in Fig.4(a). In the 

experiment, the size of rectangle sample is 0.5 cm×1.0 cm. 

In Fig.2 (b), the comparison of the signals from simulation 
and experiment is carried out. The experiment signal has 
oscillating tails compared with the one in simulation. The 
reason of this phenomenon is the acoustic wave reflection due 
to the sample container. Additionally, the heterogeneity 
within the specimen also causes this condition. The 
experiment signal matches well with the simulation signal on 
the signal waveform whether the oscillating tails are not 
considered. 

 
(a) 

 
(b) 

 
(c) 

Fig.2 Thermo-acoustic signals for various samples. (a) is the signals for 

the rectangle samples with the size of 1.0cm×1.0cm, (b) is the signals 

for the rectangle samples with the size of 0.5cm×1.0cm, (c) is the signal 

for circle sample with radius=1.0cm. 

 
Fig.3 Pressure Distribution Curve along the Acoustic Propagation Direction 
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IV. CONCLUSION 

A hybrid approach based on the combination FDTD and K-
wave is proposed to simulate thermo-acoustic production and 
propagation. The mechanism of MITAT system is discussed 
from the view of multiple physics. The rationality to make the 
Specific Absorption Rate (SAR) value as initial pressure 
value of the thermo acoustic signal is verified. The existence 
of the sample boundaries induces the signal peaks. This 
conclusion provides the basis for imaging the sample contour 
used by thermo-acoustic signal. Further investigation in the 
condition of the layered sample is underway, and we hope to 
report the progress in the near future. 
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Abstract—The coupled line structure of the directional coupler 

designed using composite right/left handed transmission lines 

(CRLH TLs) is presented. The directional coupler, composed of 

two identical CRLH TLs, has tight coupling characteristic. 

Measured results show that the coupling of the directional 

coupler is 3dB from 3.3 to 3.6 GHz. The coupling can be adjusted 

by varying the gap between coupled CRLH TLs or the number of 

unit cell of CRLH TLs. 

Keywords-Directional coupler; tight coupling; CRLH TLs 

I.  INTRODUCTION 

Conversional directional couplers with coupled line 
structures are usually used for weak couplings. But as for tight 
coupling cases, they require lines that are too close together to 
be practical. Lange couplers can provide tight coupling, but it 
is difficult to fabricate the necessary bonding lines [1]. In order 
to achieve tight coupling, CRLH TLs have been applied to 
design coupled line directional couplers successfully [2] [3]. 

In this paper, a directional coupler based on CRLH TLs is 
analyzed, simulated and measured. The simulated and 
measured results show that the directional coupler has tight 
coupling characteristic. The directional coupler can even 
achieve arbitrary coupling level by varying the gap between 
coupled CRLH TLs or the number of unit cells of CRLH TLs. 

II. DESIGN 

A. CRLH TL 

The LC-based CRLH TL is shown in Fig. 1 and the 
equivalent circuit of unit cell of the LC-based CRLH TL, 

shown in Fig. 2, consists of an inductance
RL in series with a 

capacitance
LC and a shunt capacitance

RC in parallel with an 

inductance 
LL [4]. For the balanced case, the series and shunt 

resonances are equal 

R L L RL C L C  (1) 

The characteristic impedance of the CRLH TL is given by 

0 L L R RZ Z Y L C L C    (2) 

The propagation constant of the CRLH TL is 

1
R L R R

L L

L C
L C

   


     (3) 

The transition frequency is given by 

4

0 1

= 

R R L L

R L

se sh

L C L C

 

 



  (4) 

where 1R R RL C  , 1L L LL C  , 1se R LL C  ,

1sh L RL C 
.
 

Left handed cutoff frequency Bal

cL and right handed cutoff 

frequency Bal

cR are given by 

1 1Bal L

cL R

R
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cR R
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 (6) 

The fractional bandwidth can be written as 

2 cR cL

cR cL

FBW
 

 





 (7) 

If the number of cells N is chosen for some specific 
applications, the CRLH TL will be determined ultimately.  

 
 

Figure 1. Four-cell of LC-based CRLH TL 

 
 

Figure 2. Equivalent circuit of unit cell of the LC-based CRLH TL 
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A cylindrical via hole in microstrip shown in Fig. 3 will 
generate inductance effect. The inductance can be represented 
as [6] 

 

2 2

0

2 2

ln
2

3

2

via

h r h
L h

r

r r h





   
   

   


   



 (8) 

where  7

0 4 10 H m    is the permeability of free space, 

h is substrate height, and r is the radius of the via hole. 

B. Directional Coupler Based on CRLH TLs 

The directional coupler shown in Fig. 4 is composed of 
two identical CRLH TLs. Generally, the electrical length of 

the CRLH TL is not quarter wavelength. Here, k denotes 

wave number and S is Poynting vector. It can be seen that the 

direction of energy is antiparallel to the direction of wave on 
the CRLH TL. Power supplied to port 1 is coupled to port 3, 
while the remainder of the input power is delivered to port 2 
and port 4. In an ideal directional coupler, no power is 
delivered to port 4. 

The equivalent circuit of the directional coupler is shown in 
Fig. 5 with decomposition into the corresponding even and 

odd equivalent circuits.
mL and

mC are mutual inductance and 

coupling capacitance, respectively. Therefore, the even series 
and shunt resonance frequencies are [3] 

 
,
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2
se e

R m LL L C
 


 (9) 

,

1
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L RL C
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The odd series and shunt resonance frequencies are 

,
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  se o
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The even characteristic impedance is given by  
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The odd characteristic impedance is 
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The coupling coefficient is 

 

 
0 0

0 0 0

( ) tanh

2 ( ) tanh

e o

e o

Z Z j l
C

Z Z Z j l

 

 

   


    

 (15) 

III. SIMULATION AND MEASUREMENT 

As shown in Fig. 1, the parameters of the CRLH TL are 
given:

1 3.0w mm ,
1 7.0l mm ,

2 1.0w mm ,
2 8.0l mm ,

3 3.8l mm . 

The radii of via holes are 0.25mm. The substrate used in the 

 
(a) Equivalent circuit 

 

 
(b) Even mode magnetic wall 

 

 
(c) Odd mode electric wall 

Figure 5. Equivalent circuit for unit cell of the directional coupler 

 
 

Figure 3. Side view of a cylindrical via hole in microtrip 

 
 

Figure 4. Layout of the directional coupler 
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design is F4B-2 with a relative dielectric constant 2.65r  , a 

thickness of 1.0 mm, and dissipation factor tan 0.0009  .  

The directional coupler is simulated using the full-wave 
electromagnetic simulation package IE3D. Some simulated 
results of coupling levels of the CRLH directional coupler 
versus gaps are shown in Table І, where the coupling levels of 
the conventional coupled line directional coupler with 
corresponding gaps are also shown for comparison. From the 
Table І, it can be seen that CRLH directional coupler has tight 
coupling characteristic, compared to the conventional coupled 
line directional coupler. 

TABLE І 
COUPLING LEVELS VERSUS GAPS FOR THE 4 CELLS CRLH 

DIRECTIONAL COUPLER AND CONVENTIONAL COUPLED LINE 
DIRECTIONAL COUPLER 

 

Gap (mm) Coupling of CRLH 
Couplers (dB) 

Coupling of Conventional 
Couplers (dB) 

0.3 3.0 14.6 

0.8 6.0 18.7 

1.5 10.0 23.4 

4.0 20.0 34.7 

 
The size of the fabricated directional coupler shown in Fig. 

6 is 63.8mm × 24.3mm. The gap between the coupled CRLH 
TLs is 0.3mm corresponding to 3dB coupling. 

The fabricated directional coupler is measured using a 
vector network analyzer (Aglient N5230). The simulated and 
measured results are shown in Fig. 7. The measured results 

show that 3dB coupling is achieved from 3.3-3.6 GHz. 
Coupling flatness is less than 1dB over the designed 
bandwidth.  

IV. CONCLUSION 

In this paper, a 3dB directional coupler based on CRLH 
TLs is analyzed, simulated and measured. This directional 
coupler can be applied to antenna transceiver switches and 
microwave power monitoring. In addition, by varying the gap 
or the number of unit cells of the CRLH TLs, tight or loose 
coupling can be achieved for some specific applications. 
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(b) Magnitude of S31 and S41 

Figure 7. Simulated and measured S parameters 

 
 

Figure 6. Picture of the fabricated directional coupler 

 
(a) Magnitude of S11 and S21 
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Abstract— This paper proposes a new measurement technique of 

the radio frequency (RF) magnetic near field from a LTE-class 

RFIC chip employing a cantilever tip fabricated for magnetic 

force microscope as a sensor. When both an AC and amplitude 

modulated currents with a sweeping-frequency were applied to a 

coplanar waveguide (CPW) and a MFM tip approached the 

CPW surface, the magnetic force interaction between the tip and 

the RF field occurred, and the tip apparently oscillated with 

maximum amplitude at the resonance frequency of the tip. These 

results suggest that the measurement system has potential as a 

micron scale RF field detector to evaluate LTE-class RFIC, but a 

few technical problems must be solved. 

Keywords-magnetic force microscope; coplanar waveguide; RF 

magnetic near field; amplitude modulation; 

I.  INTRODUCTION 

Recently, the cellular phones and the laptop computers are 
progressing continuously, for the realization of larger 
information systems and higher capacitance in communication. 
In particular, the semiconductor design rules are miniaturizing 
with lighter weight, further downsizing, and more functions in 
cellular phones. ITRS reported that the design rule in radio 
frequency integrated circuits (RFIC) arrives at 65 nm with a 
minimum pitch of 130 nm in 2007 [1]. When the pitch gets 
shorter, crosstalk appears among the lines and the 
electromagnetic noise problems become more distinct. The 
noise moves from the digital circuits to the analog circuits on 
RFIC chips which process radio-frequency signals, then the 
electromagnetic immunity (EMI) problem gets more serious 
[2]. To enable the communication with a sufficient receiving 
sensitivity, it is necessary to identify the origin, propagation, 
and mixing of noise in RFIC chips [3]. Therefore, noise 
measurement techniques with a higher spatial resolution and 
sensitivity are required. 

In the previous works, some measurement methods of RF 
magnetic near field on RFIC chips were reported. For example, 
superconducting quantum interference device (SQUID) can 
measure with the spatial resolution of approximately 50 µm [4]. 
The technique using shielded loop coils can measure with the 
spatial resolution of approximately 40 µm, and measurement 
frequency of 1 GHz [5]. However, a trade-off between the 
spatial resolution and the detection sensitivity exists in such 
techniques. On the other hand, magneto-optic probes, which 
can measure magnetic near field on IC chips [6], have 
difficulty to achieve high sensitivity because the magento-optic 

crystals need to be bigger without considerable improvement in 
the spatial resolution. 
 This research focuses on a magnetic force microscopy 

(MFM) as a new measurement technique of RF magnetic near 
field measurement on RFIC chips with a submicron resolution 
[7]. In particular, a high frequency MFM (HF-MFM) is applied 
to evaluate magnetic field originated from a write head of hard 
disk drive (HDD) [8-9]. The frequency of the signal and the 
spatial resolution are 2 GHz and 20 nm, respectively [10]. 
Furthermore, the magnetic near field measurement on 
transmission line using a MFM tip is suggested. The 
measurement of RF magnetic near field on a CPW, which is a 
common transmission line on RFIC chips, was already reported 
in our previous work [7]. The goal of this research is the 
measurement of RF magnetic near field on RFIC chips. As for 
the basic study, an amplitude modulated (AM) current with the 
carrier frequency, fc, of 0.01-40 GHz was supplied to the CPW 
and the magnetic near field generated on the CPW was 
successfully measured. 

II. EXPERIMENTAL PROCEDURE 

A. Measurement system [11] 

The RF magnetic near field from a CPW was evaluated by 
the oscillation of a MFM cantilever tip at the mechanical 
resonance frequency. As shown in Fig. 1, an AC current or an 
amplitude modulated (AM)-current was supplied to a CPW 
through a ground-signal-ground pin type wafer probe. In the 
case of AM current, the carrier and the modulated frequency 
were 0.01-40 GHz and 23-28 kHz, respectively. A reference 
signal was supplied by a lock in amplifier. When the MFM tip 

Fig. 1. Schematic diagram of the measurement system of the magnetic 

near field on a CPW.  
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approaches the CPW surface, the magnetic interaction between 
the tip and RF magnetic near field occurs, and the tip oscillates 
with maximum amplitude at the resonance frequency of the tip. 
The oscillation amplitude of the tip changing with frequency 
was detected by a position sensitive detector (PSD) and the 
signal was analyzed by a lock-in amplifier. The measurement 
error for the oscillation amplitude of the tip was evaluated as 

approximately 1.2 % as all curves of oscillation amplitude vs 
frequency were measured with a very narrowband-width of 1 
Hz. Figure 2 shows the examples of the measurements where 
an oscillation peak is clearly seen at the resonance frequency of 
the tip (24.7 kHz). Note that the cantilever was driven solely by 
the RF near field and other physical forces were not applied. 

Although the interaction area of the tip with the magnetic 
field was difficult to determine, the monopole approximation 
about the tip magnetization provided a relation between the 
vertical magnetic field (Hz) and the tip parameters as [12] 

Q

kA

RM
H

tip

z 2

1
= 2

0

・
πμ

,   (1) 

where A, Q, k, Mtip and R are the maximum oscillation 
amplitude at the resonance frequency of the tip, quality factor, 
spring constant of the cantilever, tip magnetization and tip apex 
radius, respectively.   

B. Magnetic force microscope (MFM) tip 

In this measurement, the MFM tip was a Si cantilever 
coated with a 30-nm-thick CoCrPt film, which had a low 
magnetic moment and was initially magnetized in the 
perpendicular direction. The spring constant of the cantilever, 
quality factor of the tip, and tip apex radius were approximately 
1.4 N/m, 100-150, and 35, respectively.  

C. Coplanar waveguide (CPW) 

A CPW was fabricated by electron-beam lithography, DC 
magnetron sputtering, and a lift-off technique onto glass 

substrates (permittivity, r=7.0).  The CPW was composed of a 
Cu layer sandwiched in between Cr layers, that is, Cr (5 
nm)/Cu (300 nm)/Cr (5 nm)/glass. The signal line, gap, and 

ground line widths were 5.0, 6.0, and 50.0 m, respectively.  
These widths provided the characteristic impedance for the 

CPW of approximately 44.9 . The length of the CPW was 2.5 
mm. 

III. THEORETICAL PREDICTION 

A. Magnetic near field on a CPW by an AC current 

When an AC current is supplied to the CPW, the force of 
the MFM tip, FM, caused by vertical component of the 
magnetic field  on the CPW is given as  

               )2cos(∝)(= r2ztipM tf
h

I
tHqF π ,                   (2) 

where qtip, Hz, and fr are the end of the tip, the vertical 
magnetization, and resonance frequency of the tip, respectively. 

On the other hand, the force of the MFM tip, FE, caused by 
the electric field on the CPW is given as  

Q

kA

RM
H

21
=

2

tip0

z πμ
,                             (3) 

where m, A, h, and Ve are the magnetization of the tip, detection 
area of electric field above the CPW, lift height of the tip, and 
difference of  voltages between signal line of the CPW and the 
tip, respectively. As can be seen in Eq. (2) and (3), the MFM 
tip detects only the RF magnetic near field on the CPW at the 
resonance frequency of the tip when AC current is supplied to 
CPW. 

B. Magnetic near field on a CPW by an AM-modulated 

current 

When an AM-modulated current is supplied to the CPW, a 
force of the MFM tip, FM, caused by vertical component of the 
magnetic field on the CPW is expressed as 

)2cos(∝ r2M tf
h

I
F π ,                                 (4) 

where h, I, and fc is the lift height of the tip, amplitude of 
current, and resonance frequency of the cantilever.  

On the other hand, the force of the MFM tip, FE,  caused by 
electric field on the CPW is expressed as [13] 

)2cos()(
2

1
= r

2

TipCPW2E tfVV
h

A
F πε  ,               (5) 

where A, h, VCPW, VTip, and fc are the detection area of an 
electric field, lift height, potential of CPW, potential of the 
cantilever, and resonance frequency of the cantilever, 
respectively. This case is different from that in an AC current. 
That is, these formulae show that the tip detects both RF 

Fig 2. Resonance amplitude of a MFM tip as a function of frequency. (a) 

An AC current of 31.6 mA is supplied to the CPW. (b) An AM-modulated 
current of 14.1 mA is applied to the CPW at the carrier frequency fc of 1, 

10, and 20 GHz. 

 
  
Fig 3. Change in the oscillation amplitude A of the MFM tip at the 

resonance frequency of the tip with a lift height Loff. 
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magnetic and electric near fields at the resonance frequency of 
the tip.  

IV. EXPERIMENTAL RESULT AND DISCUSSION 

A. Measurement of magnetic near field on a CPW by  an AC 

current [7] 

Fig. 3 shows the variation in the oscillation amplitude as a 
function of lift height above the center of the gap on the CPW. 
The oscillation amplitude is not observed below a height of 
approximately 150 nm. The reason for this may be that the tip 
is absorbed onto the substrate surface. The oscillation 
amplitude appears above a height of 150 nm. The amplitude 
remains nearly constant at 150-200 nm lift height, but then 
monotonically decreases above 200 nm. The vertical 
component of the RF field was evaluated using the monopole 
approximation shown in Eq. (1). For an AC current of 31.6 mA, 
the vertical component is approximately 2.4 kA/m at a height 
of 150 nm. 

B. Measurement of magnetic near field on a CPW by an AM-

modulated current 

Fig. 4 shows the oscillation amplitude of the tip as a 
function of carrier frequency. The oscillation amplitude was 
maintained constant up to approximately 5.0 GHz, but then 
logarithmically decreases above 5.0 GHz. This results may be 
attributed to the impedance mismatch of the CPW.  

Then the oscillation amplitude of the tip was measured at a 
lift height of 300 nm as a modulation depth of an AM current 
was varied at the carrier frequencies of 1, 10, and 20 GHz. As 
shown in Fig. 5, for all carrier frequencies, the oscillation 
amplitude monotonically increases as the modulation depth 
increases. This means that the oscillation cycle of the MFM tip 
follows an envelope one of an AM-modulated field on the 
CPW. Consequently, the MFM tip oscillates by AM-modulated 
field on the CPW. 

On the other hand, a relation between the lift height and the 
oscillation amplitude of the tip was measured as a modulation 
depth of an AM current was fixed as 14.1 mA at the carrier 
frequencies of 1, 10, and 20 GHz. As seen in Fig. 6, for all 
carrier frequencies, the oscillation amplitude remains constant 
as the lift height is varied between 200 to 3000 nm. This is very 
different from that in the case of an AC current, which may be 
attributed to both RF magnetic and electric near-fields on the 
CPW. 

Furthermore, the oscillation amplitude of the tip was 
measured from the center of one ground line to the center of 
the other ground line at the lift height of 600 nm. The result is 
summarized in Fig. 7 as a function of the distance from the 
center of the signal line (0 nm in this figure). An AM-
modulated current of 14.1 mA with m=100 % was supplied to 
the CPW. For all carrier frequencies, the oscillation amplitude 
monotonically decreases as the distance is varied from -30 to 

30 m. This result agrees with the theoretical prediction in Eq. 
(5), which may be due to that the cantilever works as both the 
magnet and plate type condenser [13]. Therefore, this result 
suggests that the tip interacts closely with both RF magnetic 
and electric near fields on the CPW as the AM-modulated 
current in the GHz range is supplied to the CPW. 

C. Separation of magnetic near  field and electric near field 

To separate RF magnetic and electric near fields, our 
proposed system was improved as shown in Fig. 8. Namely, 
the improvement points are that each potential of the CPW and 
the MFM tip is equalized, and that a permanent magnet of 191 
kA/m is equipped above the tip to supply DC magnetic field to 
the MFM tip. The oscillation amplitudes of the tip were 
measured with DC magnetic field and without DC magnetic 
field, respectively, as a function of the distance from the center 
of the signal line. The data can be obtained by subtracting the 
result without DC field from that with DC field. As can be seen 
in Fig. 9, the dips are observed at approximately the edge of the 
ground and the single lines, and are apparently different from 
that in Fig. 7. This means that the RF magnetic field on CPW 
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occurs. Therefore, it is demonstrated that our improved system 
can measure RF magnetic near field on the CPW. 

V. CONCLUSION 

The RF magnetic near field on a CPW has been measured 
using a commercial type MFM tip. The result provides 
evidence that the RF magnetic field above 10 MHz can be 
detected with the high spatial resolution by fabricating a tip 
specifically designed for this application. This result suggests 
that this measurement technique may be applicable to measure 
the RF field distribution near a RF signal and power lines 
downsized to the micro-scale for a submicron scale IC chips 
such as LTE-class RFIC. 
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Fig. 8 Schematic diagram of the improved measurement system of the RF 

magnetic near field on the CPW. 

 
 

Fig. 7  Change in an oscillation amplitude A of a MFM tip with a position 
on CPW. Open circles(○), open triangles(Δ), and cross marks(×) represent a 

carrier frequency fc of 1,10, 20 GHz, respectively. 

 
Fig. 9 Oscillation Amplitude A of MFM tip on CPW. Solid circles(●), open 
circles (○), and cross marks(×) represent with a DC magnet, without a DC 

magnet, and difference of them. 
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Abstract—An array of two time domain antenna elements is 
introduced in the paper. With the element of trapezoidal 
cavity-backed resistance loaded bow tie antenna, it can 
constitute an array. According the effect of distance between 
elements, the near-field of Vp-p is accurately measured. Then, 
the parameter of the array is designed for optimizing the gain. 
It is pointed that, with this designed method, the gain is 
significantly increased and the near-field of pattern become 
narrow. The measurements validate the analysis data. 
Keywords: Time domain antenna; trapezoidal cavity-backed 
element; the near-field of Vp-p 

 

I.  INTRODUCTION  
In traditional theory and technology about time domain 

pulse antenna array, the far-field pattern-array scan is already 
grown up. The near-field research is few reported. Time 
domain pulse antenna is widely employed GPR(Ground 
Penetration Radar), UWB(Ultra-wide band) communication, 
time reverse imaging and concealed target detection[1-3]. But, 
in the impulse antenna, the most difficult challenges are to 
preserve the waveform well and keep the trailing small[4-7]. 
Compared to conventional antenna, the detecting distance is 
usually limited by the efficiency of time domain antenna. So, 
enlarging the impulse amplitude and elevating the sensitivity of 
receiver are usually applied to make up for the disadvantage. 
Therefore, if the gain is increased directly, the problem of 
detecting distance can be resolved easily. With wide band of 
time domain, the time domain antenna array is applied for 
higher gain. In the paper, the near-field pattern of two elements 
array will be investigated. 

II. THEORETICAL ANALYSIS 
Compared to traditional antenna array, the pattern of time 

domain antenna array should be defined from time domain. So, 
time-domain antenna array scan is realized through different 
delay between antenna units. In this paper, two elements are 
used. With precise delay controlling, the gain of array is 
significantly elevated. Besides, the pattern becomes narrow.  

For two element array, the operating distance is short. So, 
normal analysis method is not suitable for our test. In the 
paper, the transceiver distance is limited. 

As shown in fig.1, receiver antenna is placed at A. B and C 
represent transmit element. Between two transmit elements, 
there is no delay. Because of AB=AC, receive signal can be 
expressed as equation (1), 

 ( ) 2 ( ) ( )y t x z tθ= ∗ ∗                        (1) 
In the equation, ( )x θ  represents synthesis of the gain and 

route loss. ( )z t  means the signal of antenna element. 

 
  
 
 

If the two element array declines the special angle β , the 
route can be indicated AB’>AC’. Now, at point A, the received 
signal should be express as equation (3), 

 
' '

1( ) ( ) ( ) ( ) ( )AB ACd dy t x z t x z t
c

θ θ −
= + −                (2) 

 

       In the equation, 'ABd  and 'ACd  represent the distance of 
AB’ and AC’, respectively. “c” means rate of microwave in 
free space. With triangle substitution, the distance is calculated, 
 

βsin222 drrdd BA ++=′                          (3) 

βsin222 drrdd BA −+=′                           (4) 
 

If, delay time t0 is inserted before the transmitting, t0 is 
expressed as follow, 

 

c
ddt CABA ′′ −=0                                        (5) 

 
So, the inserted time can offset ahead time, which caused 

by routine difference. Equation(5) is synchronism requirement. 
The maximum gain is also obtained by the requirement. It 

Figure 1 The route of received and transmitted 
antenna 
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shows that the higher gain can be acquired by two element 
time domain antenna array. 

III. MEASUREMENT 

A. Receiver Antenna 
The measurement for time-domain antenna can be 

achieved in ordinary laboratory. For receiving a signal from 
the two elements array, a trapezoidal cavity-backed resistance 
loaded bow tie antenna, the similar to transmit element, is 
used as receiver antenna, just as shown in fig.(2). Receive and 
transmit antenna both use the vertical polarization. 

 
 
 

 
Fig.(3) shows the array. Distance between two elements 

is 20cm. The array is positioned on the antenna turntable rod. 
It can be rotated with any angle in horizontal plane. They are 
kept vertical polarization. With dividing the pulse signal from 
one source, cable’s precise length and delay-controller can be 
used to keep delay of two separated signals same. 

 
 
 
 

B. Turntable Controller 
In fig.(4), the turntable controller is connected to 

computer. By programming, rotating order is sent to turntable 
controller. With enough driving current, engine could be 

worked as the angle of rotating order (accuracy=0.1 ° ). 

 
 
 
 
 

Fig.(5) shows the digital oscilloscope.(Lecroy company’s 
Wavepro 760Zi). It can quickly catch and analyze the signal in 
long packet. Its clock precision is 5ppm. All accuracy requires 
are satisfied by these experiment instrument. 

 
 
 

C. Comparison of measurement and simulation 
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Figure 2 Receiving antenna 

Figure 3 Transmitting two element antenna array

Figure 4 Turntable controller 

Figure 5 Digital Oscilloscope 
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In fig.7.b, it is shown that simulated result, with 
calculated by the modified computation, can be validated by 
the measured one. 

IV. CONCLUSION 
The array, based the design of trapezoidal cavity-backed 

resistance loaded bow tie antenna element, has higher gain and 
more narrow pattern than antenna element. Low efficiency, 
normally exiting in time domain antenna application, can be 
resolved by this method of constituting an array.  In the paper, 
an effective technology routine is obtained higher time domain 
antenna gain. These disadvantages with increasing pulse 
magnitude have been avoided. If the time domain array is 
applied for GPR, target detection of longer distance is realized. 
In next step, the research and exploration will be aimed at 
application of multi-element time domain antenna array in 
GPR. 
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Abstract— In this paper, we discuss adaptive notch filters
that are used in removal of sinusoidal noises. First, we derive
a cost function which is the output variance to an adaptive
notch filter with an input sinusoidal signal. Simulation results
are presented to confirm the validity of the obtained analytical
results of a cost function. Next, we derive the adaptive algorithm
without approximation to analyze the convergence characteristic
of adaptive notch filters. Finally, we compare the convergence
characteristic of the proposed algorithm with that of the RPE
algorithm. Simulation results show that the convergence speed
of the RPE algprithm becomes slower when the theoretical
convergence speed is faster.

Index Terms— adaptive notch filter; convergence characteris-
tic; RPE algorithm

I. INTRODUCTION

Adaptive IIR notch filters are designed for signal envi-
ronments consisting of sinusoidal components of unknown
frequency immerged in background noise. In various telecom-
munications systems, there is a great need for adaptive systems
that are capable of automatically enhancning or suppressing
sinusoidal signals immersed in a broadband signal[1].

Many techniques have been proposed for design of the
adaptive notch filters and one of the well-known adaptive
algorithms is the recursive prediction error(RPE) algorithm.
Their methods are approximated in designing their update
equations. However, the effects of approximation on conver-
gence characteristic remain to be revealed. Thus, it is important
to get an adaptive algorithm without approximation.

In this paper, we analyze convergence characteristic of
adaptive notch filters. First, we derive the cost function whose
minimum point forces the notch filter to identify one of the
input signal frequency. Next, we derive the update equation
of the adaptive notch filter without approximation. Finally, we
compare the proposed algorithm with the RPE algorithm.

II. PRELIMINARIES

A. Adaptive Notch Filters

Adaptive notch filters have been used in removal of sinu-
soidal noises. Fig. 1 shows the block diagram of an adaptive
notch filter H(z, β), where β is the variable parameter for
tuning the notch frequencyωo of this filter. We consider the
transfer function of a second-order IIR notch filter with the
notch frequencyωo, the cutoff frequnecies (ωc1 , ωc2 ), and

Fig. 1. Adaptive notchfilter.

notch bandwidthBω = ωc2 − ωc1 , given by

H(z, β) =
1 + α

2
· 1 − 2βz−1 + z−2

1 − β(1 + α)z−1 + αz−2
(1)

where thenotch bandwidthBω and the notch frequencyωo

are expressed by parametersα andβ such as

Bω = ωc2 − ωc1 = cos−1

(
2α

1 + α2

)
(2)

ωo = cos−1 (β) (3)

respectively[2]. Here, for stability, |α| < 1 and |β| < 1.
The frequency magnitude response of the above notch filter
is plotted in Fig. 2 for various values ofα andβ.

B. Recursive Prediction Error Algorithm

The recursive prediction error (RPE) algorithm adjusts the
notch freqency of the notch filter to minimize the cost function
J(n) = E[y2(n)], where y(n) is the output signal[3]. The
cost function J(n) = E[y2(n)] is approximated by the
instantaneous valueJ(n) = y2(n), so that it can be applied
to the case of nonstationary output signaly(n).

The RPE algorithm updates the notch frequencyωo(n)

along the negaive gradient ofJ(n), defined as

∇J(n) =
∂J(n)

∂ωo(n)
= 2y(n)

∂y(n)

∂ωo(n)
= 2y(n)∇y(n) (4)

where the gradient∇y(n) is given by

∇y(n) =
∂y(n)

∂ωo(n)

= −(1 + α) sin{ωo(n)}y(n − 1)

+(1 + α) cos{ωo(n)}∂y(n − 1)

∂ωo(n)

+(1 + α) sin{ωo(n)}x(n − 1)

−α
∂y(n − 2)

∂ωo(n)
. (5)
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Fig. 2. Frequency magnitude response of the second-order IIR notch filter
of Eq. (1).

Sinceωo(n−2), ωo(n−1) andωo(n) stay close to each other
for small step-sizes, we assume

∂y(n − 1)

∂ωo(n)
≈ ∂y(n − 1)

∂ωo(n − 1)
,

∂y(n − 2)

∂ωo(n)
≈ ∂y(n − 2)

∂ωo(n − 2)
. (6)

Substituting Eq. (6) in Eq.(5) yields

∇y(n) = −(1 + α) sin{ωo(n)}y(n − 1)

+(1 + α) cos{ωo(n)} ∂y(n − 1)

∂ωo(n − 1)

+(1 + α) sin{ωo(n)}x(n − 1) − α
∂y(n − 2)

∂ωo(n − 2)

= −(1 + α) sin{ωo(n)}{x(n − 1) − y(n − 1)}
+(1 + α) cos{ωo(n)}∇y(n − 1)

−α∇y(n − 2). (7)

Finally, the update equation forωo(n) is given by

ωo(n + 1) = ωo(n) − µ∇J(n)

= ωo(n) − 2µy(n)∇y(n) (8)

whereµ is the step size parameter.

III. MAIN RESULTS

In this section, we devise the adaptive algorithm without
approximation. First, we derive the cost function which is
the output variance of an adaptive notch filter to the input
sinusoidal signal. Next, we derive the update equation of an
adaptive notch flter.

A. Cost Function

We review in this section the input signal model, the ideal
notch filter, and a cost function whose minimum point forces
the notch filter to identify one of the input signal frequencies.

We suppose that the input signalx(n) is of the form

x(n) = A sin(ωsn + φ) (9)

where A is the amplitude of the sinusoid,ωs is the signal
frequency andφ is its initial phase. We assume that the phase
term φ is a randam variable which is uniformly distributed in
[0, 2π].

We find that its correlation functionr(l) is given by

r(l) = E[x(n + l)x(n)]

= A2E[{sin(ωs(n + l) + φ)}{sin(ωsn + φ)}]

= −A2

2
E[cos(2ωsn + ωsl + 2φ) − cos(ωsl)]

= −A2

2

[∫ π

−π

cos(2ωsn + ωsl + 2φ) · 1

2π
dφ − cos(ωsl)

]
=

A2

2
cos(ωsl). (10)

The spectral density functionS(ω) is taken as

S(ω) =

∞∑
l=−∞

r(l)e−jωl

=

∞∑
l=−∞

A2

2
cos(ωsl)e

−jωl

=
A2

4

[ ∞∑
l=−∞

ejωsl · e−jωl +

∞∑
l=−∞

e−jωsl · e−jωl

]

=
πA2

2
δ(ω − ωs) +

πA2

2
δ(ω + ωs) (11)

whereδ(·) is the Dirac delta function.
The output varianceE[y2(n)] is taken as

E[y2(n)] = ry(0) =
1

2π

∫ π

−π

|H(ejω)|2S(ω)dω. (12)
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(b) α = 0.1π.

Fig. 3. Theoutput variances of the adaptive notch filters.

Substituting Eq. (11) in Eq. (12) yields the cost function
J(n) = E[y2(n)], given by

E[y2(n)] =
1

2π

∫ π

−π

|H(ejω)|2S(ω)dω

=
1

2π

∫ π

−π

∣∣∣∣1 + α

2
· 1 − 2βejω + ejω·2

1 − β(1 + α)ejω + αejω·2

∣∣∣∣2
×

(
πA2

2

)
{δ(ω − ωs) + δ(ω + ωs)} dω

=
A2

4

∣∣∣∣1 + α

2
· 1 − 2βejωs + ejωs·2

1 − β(1 + α)ejωs + αejωs·2

∣∣∣∣2
+

A2

4

∣∣∣∣1 + α

2
· 1 − 2βejωs + ejωs·2

1 − β(1 + α)ejωs + αejωs·2

∣∣∣∣2
=

1 − 4β cos(ωs) + 2β2 + cos(2ωs)

(1 + α)2(1 − 2β cos(ωs) + β2) + 2α cos(2ωs)

×A2(1 + α)2

4
. (13)

B. Without Approximation UpdateEquation

We derived in the previous section the cost functionJ(n) =

E[y2(n)]. If ωo(n) is the notch frequency atn, then its updated
valueωo(n + 1) is given by

ωo(n + 1) = ωo(n) − µ∇J(n)

= ωo(n) − µ
∂E[y2(n)]

∂ωo(n)
. (14)

The gradient vector is equal to

∂E[y2(n)]

∂ωo(n)
= 4(1 − α)2[cos(ωs) − cos{ωo(n)}]

× sin2(ωs) sin(ωo(n)). (15)

Hence, substituting Eq. (15) in Eq. (14) yields the update
equation forωo(n), given by

ωo(n + 1) = ωo(n) − µ
∂E[y2(n)]

∂ωo(n)

= ωo(n) − 4µ(1 − α)2

×[cos(ωs) − cos{ωo(n)}]
× sin2(ωs) sin{ωo(n)} (16)

IV. SIMULATION RESULTS

This section shows simulation results for the adaptive notch
filters. The input signal used here is given by

x(n) = sin(0.3πn + φ) (17)

where φ is an initial phase which is a randam variable,
uniformly distributed in [0, 2π]. Fig. 3 shows comparison
between theoretical and simulated output variances versus the
notch frequencyωo with different choices of notch bandwidth
parameterα. We see that the simulation results confirm the
theoretical results in Fig. 3.

Fig. 4 shows comparison between theoretical and RPE
algorithm frequency estimate and output variances. Each result
is obtained with the specifacation ofα = 0, 5, µ = 0.001 and
ωo(0) = 0.5π. In this case, the output variances versus the
notch frequrncyωo are shown in Fig. 3(a). Fig. 4 shows that
the convergence speed of RPE algorithm becomes faster when
the theoretical convergence speed is relatively slower.

Fig. 5 shows comparison between theoretical and RPE
algorithm frequency estimate and output variances. Each result
is obtained with the specifacation ofα = 0, 1, µ = 0.001 and
ωo(0) = 0.5π. In this case, the output variances versus the
notch frequrncyωo are shown in Fig. 3(b). Fig. 5 shows that
the convergence speed of RPE algorithm becomes slower when
the theoretical convergence speed is relatively faster.
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(a) Frequency estimates for adaptive notch filters.
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(b) The cost functions of adaptive notch filters.

Fig. 4. Comparison between theoretical and RPE algprithm(α = 0.5π).
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(a) Frequency estimates for adaptive notch filters.
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(b) The cost functions of adaptive notch filters.

Fig. 5. Comparison between theoretical and RPE algprithm(α = 0.1π).

V. CONCLUSION

This paper has analyzed convergence characteristic of adap-
tive notch filters. First, we derived the cost function which is
the output variance of an adaptive notch filter to the input
signal sinusoidal. Next, we derived the adaptive algorithm of
adaptive notch filters without approximation. We compared
the proposed adaptive algorithm with RPE algorithm. One
of our future works is an improvement of the convergence
characteristic of an adaptive notch filter.
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