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OFDMA-Based Reliable Multicasting
MAC Protocol for WLANs

Byung-Seo Kim, Member, IEEE, Sung Won Kim, and Randy L. Ekl

Abstract—Although many wireless communication standards
include multicast as well as unicast traffic in layer 2, most parts
of the specifications are limited to unicast methods. In addition,
although the existing wireless standards provide reliable unicast
methods using an automatic repeat request (ARQ) and a re-
transmission, multicast packets are not reliably transmitted using
these standards. To retransmit a multicast packet, the acknowl-
edgements (ACKs) from the receivers need to be received by
the sender to determine whether a retransmission is required.
However, transmitting an ACK from each group member degrades
the network performance due to the overhead induced by multiple
ACK packet transmissions and channel access processes for the
ACKs. To solve this problem, in this paper, a medium-access con-
trol protocol called the orthogonal frequency division multiplex
access (OFDMA) based multicast ACK (OMACK), with minimum
ACK overhead over wireless local area networks, is proposed. The
proposed scheme uses one orthogonal frequency division multiplex
(OFDM) symbol for the ACKs from all member stations (STAs),
and each member STA indicates its packet reception status by
utilizing a subcarrier within the OFDM symbol. The proposed
scheme is thoroughly examined by using simulation and theoret-
ical methods, and the results show that it significantly reduces
the aforementioned overhead and, as a consequence, improves the
performance of wireless networks.

Index Terms—Medium-access control (MAC), multicast,
orthogonal frequency division multiplex access (OFDMA),
wireless LAN.

I. INTRODUCTION

A S WIRELESS communication becomes an increasingly
substantial part of our everyday life, many applications

for wired networks have been adopted by wireless networks.
One such application is multicast communication. Wireless
communication is inherently broadcast in nature, i.e., all com-
munication devices within the radio range of the transmitter
can hear the transmission. The broadcast nature of wireless
communication enables it to reach all of the intended receivers
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with only one transmission, so that it achieves better channel
efficiency compared with the unicast method. Unlike broadcast,
whose transmission targets all devices in the radio range, mul-
ticast targets some devices belonging to a particular receiver
group. In contrast to the improved bandwidth efficiency of
wireless multicast, there are still several design challenges to
improve the reliability of wireless multicast.

Multicast has been extensively studied, focusing on the rel-
atively high layers such as the network and transport layers
shown in [1] and [2]. Whereas the network layer mainly fo-
cuses on the establishment and the management of multicast
routing trees, studies on multicasting in the transport layer have
focused on multicast traffic management (i.e., data propagation,
error recovery). On the other hand, multicast and broadcast
transmissions over wireless links have not been considered in
depth in previous studies, except for the broadcasting of peri-
odic control packets, such as beacon packets. Whereas reliable
unicast methods over radio access networks (RANs) have been
extensively studied, multicast traffic is unreliably delivered. In
other words, the delivery of multicast traffic over RANs is
not guaranteed since most wireless networks require neither
an acknowledgement (ACK) nor a retransmission for multicast
traffic transmissions. To compensate for this unreliability, the
use of the lowest data rate is adopted for multicast transmissions
since this allows for a more reliable transmission. In addition
to using the lowest data rate, the transmission of multicast
packets is enhanced by the incorporation of an additional error-
correction code to improve the reliability of the transmission.
However, considering the nature of wireless channels, such as
their location dependence and time variation, the use of the
lowest data rate or the additional error-correction code may not
provide for a reliable transmission at all since, although these
methods reduce the packet error probability of the multicast
transmission, they do not absolutely eliminate the packet errors.
To enable more reliable multicast, ACKs from the receivers
and the retransmissions seem to be necessary components. To
retransmit multicast packets, ACKs from the receivers need to
be transmitted to the sender so that the latter knows whether a
retransmission is required.

Multicast in the wireless local area network (WLAN) stan-
dard IEEE 802.11 is not well specified; only addressing and
basic operations are detailed. To achieve reliable multicast over
both ad hoc-based and centralized WLANs, many enhance-
ments to the wireless medium-access control (MAC) protocol
have been proposed [3]–[10]. The proposed methods have
mainly focused on solutions for the hidden-node problem and
the error-recovery process. The hidden-node problem disrupts
a contention-free multicast transmission, and the error-recovery
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process enables the sender to know whether a multicast packet
has been successfully received at all of the member stations
(STAs). The error-recovery process, which requires feedback
from the receivers, such as ACK packets, causes the wireless
system to be less bandwidth efficient since this feedback rep-
resents overhead with respect to a default multicast operation.
Moreover, the extent of this overhead increases as the number
of the intended receivers increases.

A scheme with minimal ACK overhead, named the or-
thogonal frequency division multiplex access (OFDMA)-based
multicast ACK (OMACK), is proposed in this paper. The pro-
posed scheme uses one OFDM symbol for the ACKs from all
the member STAs, and each member STA indicates its packet
reception status by transmitting one of the two BPSK symbols
on a previously assigned subcarrier within the OFDM symbol.
Therefore, the time consumed for the error-recovery process is
even less than that of the IEEE 802.11-based unicast packet
transmission. In this paper, we first review the wireless multi-
cast protocols proposed in the literature, as well as in various
standards. In Section III, the motivation for, and a detailed
description of, the proposed scheme are given. In Section IV,
the proposed scheme is thoroughly evaluated through simula-
tions as well as theoretical methods, and the enhanced perfor-
mance that it offers is shown. Finally, our conclusion is given
in Section V.

II. RELATED WORKS

A. Multicast Transmission in Wireless
Communication Standards

Most wireless communication standards, such as IEEE
802.11, cdma2000, and WiMax, provide mechanisms to
achieve a reliable unicast transmission by adopting an ACK
mechanism, request-to-send/clear-to-send (RTS/CTS) hand-
shaking, an automatic repeat request (ARQ), or a retrans-
mission. In addition to specifying a unicast operation, these
standards specify mechanisms of a multicast transmission.
However, a common problem with the multicast methods in
these standards is that there is no mechanism for a reliable mul-
ticast transmission. All of these standards specify that the mul-
ticast traffic be transmitted only once without an ARQ. Since
the traffic is sent to multiple STAs and is not acknowledged
by each receiver, the sender is not able to clarify whether the
transmission is successful. As a result, the sender does not know
if it should retransmit the multicast packet. For the IEEE 802.11
standard in [11], a multicast packet is transmitted without
RTS/CTS/ACK handshaking, which, naturally, provides an un-
reliable transmission. Furthermore, all of the multicast packets
are transmitted right after a beacon packet transmission. The ra-
tionale behind this is to prevent an STA in the power save mode
from not receiving a multicast packet since all of the STAs have
to be awake to receive the beacon packet. On the other hand, the
multicast in cdma2000 and WiMax provides relatively reliable
transmission methods. Cdma2000 1XEV-DO provides an error-
correction code in the multicast MAC packet to reduce the
MAC packet error rate (PER). This is the Reed–Solomon code,
which is described in [12] and [13]. Normally, a MAC packet
has only an error check sequence. Furthermore, as described

in [14] and [15], Mobile WiMax proposes a multibase station
access mechanism for multicasting. By receiving duplicates of
the same packet from multiple base stations (BSs) at the same
time, the spatial diversity at a mobile terminal is increased, and
as a consequence, the PER can be reduced.

B. Reliable Multicast MAC Protocols

Reliable multicast has been studied relatively little com-
pared with reliable unicast. In addition, most of the studies
on this topic have focused on IEEE 802.11-based WLANs
and mobile ad hoc networks. Reference [1] proposes the
broadcast medium window (BMW). The BMW exchanges
RTS/CTS/DATA/ACK packets with one of the member STAs,
and then, RTS/ACK packets are exchanged with the entire
member STAs. The RTS/ACK packets are transmitted through
a contention-based channel access. As an enhanced version of
the BMW, the batch-mode multicast MAC (BMMM) protocol
is proposed in [5]. The transaction of the BMMM between
the sender and the member STAs is a sequence of multiple
RTS/CTS exchanges, data packet transmission, and multiple
request ACK/ACK exchanges. During this sequence, there is
no contention-based channel access. Therefore, compared with
the BMW, the BMMM reduces the overhead resulting from
the multiple contention periods of the access channel that is
required to transmit the RTS/ACK.

Kuri and Kasera [4] proposed the leader-based protocol
(LBP) for multicast to reduce the overhead that is caused by
multiple CTSs and ACKs. A sender in the LBP selects one STA
among the multicast group member STAs, which is called a
leader. Then, only the leader responds with a CTS and an ACK
corresponding to the RTS and the data packet, respectively.
If a member STA receives a packet with an erroneous payload, it
sends a negative acknowledgement (NACK) packet at the end of
the data packet, and this NACK causes a collision with the ACK
from the leader. If there is a collision after the transmission of
the data packet, the sender recognizes that at least one STA
failed to receive the data packet. In that case, it sends the data
packet again. Fig. 1(a) illustrates an example scenario of the
LBP. In the example scenario, receiver N fails to receive a
data packet and sends a NACK packet at the end of the data
packet transmission. This NACK packet results in a deliberate
collision, causing the sender to retransmit the data packet.

The multicast aware MAC protocol (MMP) is proposed
in [6]. Unlike the aforementioned protocols, the MMP does not
use RTS/CTS handshaking but rather data/ACK. After a data
packet is transmitted, all of the member STAs transmit their
ACK packets to the sender following the preassigned sequential
order, as shown in Fig. 1(b). In the example scenario, receiver N
fails to receive a data packet and sends a NACK packet in
its preassigned location. Thus, the sender retransmits the data
packet. The scheme proposed in [7] focuses only on the hidden
node problem. Therefore, the error-recovery process in [7]
adopts one of the aforementioned schemes.

Unlike the aforementioned ARQ methods in wireless mul-
ticast, [8] focused on the data rate for multicasting. The data
rate for the wireless multicast is commonly fixed to the lowest
data rate to provide the better PER to all members, which
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Fig. 1. Example scenarios of (a) LBP and (b) MMP.

experience different channel conditions. However, while pro-
viding the better PER, it reduces the channel efficiency. There-
fore, in the scheme in this paper, the source collects the channel
information from all member STAs and decides the best data
rate to achieve a certain level of network performance. The
proposed scheme chooses the minimum or average data rate
among the possible rates for member STAs. Alternatively,
the rate is chosen by averaging the weighted possible rates.
Integrated cellular and ad hoc multicast in [9] also proposes
to use the better data rate instead of using the lowest rate for
multicasting. This addresses the rate issue for multicast over
third-generation networks. The BS selects nodes, which have
good channel quality, among all member nodes and multicasts
the data with the best data rate possible for the selected nodes.
Then, the selected member nodes forward the data to their
neighboring member nodes in the IEEE 802.11 ad hoc mode.
In other words, this scheme uses a high data rate for multicast
by reducing the member size, and the selected members serve
as proxies for the receivers with poor channel quality with the
BS. An ad hoc routing algorithm is also required.

Besides the ARQ and the data rate for wireless multicast,
Choi et al. [10] proposed a layer 2 forward error correction
in the IEEE 802.11-based WLAN to enhance transmission
reliability without an ARQ.

III. OFDMA-BASED RELIABLE

MULTICAST MAC PROTOCOL

A. Motivation

The previously proposed error-recovery processes for multi-
casting can be categorized into two types—multiple ACKs and
leader-based ACKs. For the multiple-ACK-based schemes, the
sender can collect the information of multicast packet reception
from all of the multicast group member STAs. However, ACK
transmissions degrade the channel efficiency and reduce the

overall network performance. This degradation is increased as
the number of member STAs increases. On the other hand,
leader-based ACK schemes reduce the overhead that is caused
by multiple ACK packet transmissions by allowing only a
leader to send an ACK. Note that the overhead of a leader-based
ACK scheme is the same as that of unicast. However, when
one of the member STAs fails to demodulate the Multicast RTS
(M-RTS), the Leader CTS (L-CTS), or the MAC header of a
multicast data packet, as shown in Fig. 1(a), it cannot send a
NACK packet since it cannot recognize if the received packet
is multicast and if it is the destination of this packet. Since
the STA does not send a NACK, no collision is experienced
at the sender. Therefore, leader-based ACK schemes may not
be reliable in terms of the detection of failed transmissions.

B. OFDMA-Based Reliable Multicast for Centralized WLANs

In this paper, a new reliable multicast transmission method
is proposed over the IEEE 802.11-based WLAN. Although
the IEEE 802.11 standard specifies a distributed mode with
a contention-based channel access, as well as a centralized
mode with a polling-based channel access, WLANs that are
deployed in the real world use a centralized architecture with
a contention-based channel access. Therefore, the proposed
scheme targets centralized WLANs with a contention-based
channel access. As with the IEEE 802.11 standard, all of the
multicast packets are transmitted right after a beacon packet to
deal with the problem of STAs in the power save mode.

1) Reliable Multicast With the OMACK: A new type of an
ACK is proposed, which is called the OFDMA-based multicast
ACK (OMACK). This is the main innovation of the scheme
that is proposed in this paper. In this paper, the OMACK is
not only a proposed ACK method for multicast but also a new
format of an ACK for multicast. Fig. 2 shows the structure
of the OMACK. The OMACK is a simple packet consisting
of a preamble and an OFDM symbol with a cyclic prefix,
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Fig. 2. (a) Generic OMACK structure. (b) OMACK transmitted by each STA.
(c) Received OMACK at the sender.

as shown in Fig. 2(a). Each member STA has a preassigned
unique subcarrier number for each group identification (ID).
The process of assigning a unique subcarrier number is de-
scribed in Section II-B2. When a member STA receives a
multicast packet from the sender, it allocates a symbol on the
preassigned subcarrier as an ACK for the packet. The symbol
is one of the two BPSK symbols, i.e., 1 or −1. The successful
reception of the multicast packet on the subcarrier is indicated
by a 1, whereas a −1 indicates a failed reception. If a member
STA cannot demodulate even the MAC header of the multicast
data packet, it will not generate an OMACK. An OFDM symbol
that is generated by each member STA for the ACK has only
one subcarrier with a data symbol, and the other subcarriers
are empty, as illustrated in Fig. 2(b). After the preamble is
attached, the OFDM symbol is sent to the multicast sender. It is
assumed that all of the member STAs send their OMACK at the
same time after a short interframe space (SIFS) idle period. At
the multicast sender, the subcarriers in the received OMACK
are loaded with BPSK symbols to indicate each member’s
reception status, as shown in Fig. 2(c).

An example scenario of the proposed method is shown in
Fig. 3. The sender multicasts a data packet to the member STAs,
which are from receiver 1 to N . Since receiver N does not
receive the multicast packet, it will not send an OMACK to
the sender. After receiving the OMACK, the sender checks the
subcarriers, which are assigned to the member STAs. If any
one of the member STA’s subcarriers is not allocated with any
symbol or is allocated with the −1 BPSK symbol, the sender
prepares to remulticast the previous data packet.

The time offset problem that is caused by imperfect time
synchronization and different propagation delays from all of
the member STAs is solved by using a longer cyclic prefix,
as shown in [16]–[18], which is longer than the delay spread
profiles. That is, transmission delays of member STAs due
to nonsynchronization can be considered as the delay spread
profiles of one transmission in the normal OFDM system.

2) Subchannel Assignment Process: The IEEE 802.11 stan-
dard does not specify a group-joining process. Since the WLAN
is mainly designed as a wireless Internet extension, joining
a group is performed by means of a layer 3 protocol such
as the Internet Group Management Protocol (IGMP). When
an STA wants to join a multicast group, it unicasts to the
access point (AP) an IGMP Membership Query message as a
payload of a MAC data packet. When the packet is received
by the AP, it goes to layer 3. If the packet is an IGMP Query
message, the AP creates a layer 2 multicast table with the group
address and the address of the STA. An example of a layer 2
multicast table is shown in Fig. 4. Then, the AP evaluates each
subcarrier’s condition and selects the subcarrier that has the best
quality among all available subcarriers. Selecting the subcarrier
is defined as follows:

α = arg max
α

(SNR(CSIα)), α ∈ ASC (1)

where SNR(·) is the signal-to-noise ratio as a function of CSIα,
which is the channel state information of subcarrier α, and
ASC is the set of currently available subcarriers. The selected
subcarrier ID is sent back to the member STAs by piggybacking
it on an ACK packet. The assigned subcarrier ID has to be
unique for each STA within the same multicast group address.

IV. PERFORMANCE EVALUATIONS

In Section III, it is mentioned that the schemes that are
proposed in the literature fall into two categories—multiple
ACKs and leader-based ACKs. It is also mentioned that leader-
based ACK schemes may fail to detect failed transmissions.
As a consequence, the OMACK and the latest multiple-ACK-
based scheme, which is the MMP, are evaluated and compared
through an analytical method and simulations in this section.

Although the OMACK is compared with only the MMP in
this paper, the advantage of the OMACK over the LBP can
be estimated. When one receiver does not successfully receive
multicast traffic from a source, the receiver might not be able
to send a NACK, so that there is no collision with the ACK.
Therefore, the source makes the wrong decision concerning the
transmission. On the other hand, the OMACK definitely solves
this problem. In this case, the receiver will not send an OFDM
symbol. When the source receives an OMACK, the subcarrier
that is assigned to the receiver will be empty so that the source
detects the transmission failure. However, if a channel error on
the multicast data packet is ignored, which is unrealistic, the
OMACK has a small performance advantage over the LBP in
terms of the protocol overhead since the size of an OMACK is
smaller than that of an ACK in the LBP.

The notations used in this section are listed in Table I.

A. Transmission Probability

Consider a system consisting of N STAs forming a single
subnet. Each STA always has a packet that is available for a
transmission. In other words, we operate under saturation con-
ditions, where the transmission queue of each STA is assumed
to be always nonempty. There are R receivers belonging to the
multicast group, i.e., R ≤ N . All of the STAs are located in the
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Fig. 3. Example scenario of an OMACK.

Fig. 4. Example of a layer 2 multicast table.

TABLE I
NOTATIONS USED IN THE PERFORMANCE EVALUATION

transmission range of the sender. The channel conditions, such
as shadowing and fading, are assumed to generate a constant
packet loss probability pe for all of the wireless connections.
The case where pe = 0 is equal to the ideal channel conditions.
We assume that the ACK packets are received with pe = 0.

Let us adopt the notation CWb = 2 × CWb−1, where b ∈
{1, . . . , B} is called the backoff stage, and B is the maximum
backoff stage such that CWmax = 2BCWmin. We assume that
the STA discards the packets that are not successfully transmit-
ted at the maximum backoff stage.

We assume that all of the STAs operate synchronously. A dis-
crete and integer timescale is adopted: t and t + 1 correspond
to the beginnings of two consecutive decrements of the backoff
time counter. We call the time interval between t and t + 1 the
“counter time slot.” Note that the counter time slot (variable du-
ration) is different from the slot time (constant duration). Since

the decrement of the backoff time counter is stopped when the
channel is deemed to be busy, the time interval between the
beginnings of two consecutive counter time instants may be
much longer than the constant slot time size σ.

Let us denote the event in which an STA transmits a packet in
a counter time slot as X . We are interested in the unconditional
probability τ = P (X) that an STA transmits a packet in a
counter time slot. The probability that an STA is found in
backoff stage i is given by [20]

P (b = i) = τ
P (b = i|X)
P (X|b = i)

, i ∈ (0, . . . , B). (2)

By summing this for all i’s, we obtain

B∑
i=0

P (b = i) = 1 = τ
B∑

i=0

P (b = i|X)
P (X|b = i)

. (3)

From (3), τ can be expressed as

τ =
1

B∑
i=0

P (b=i|X)
P (X|b=i)

. (4)

The transition probabilities of the backoff stage are given by
⎧⎨
⎩

P (b(t + 1) = i + 1|b(t) = i) = p, for i = 0, . . . , B − 1
P (b(t + 1) = 0|b(t) = i) = 1 − p, for i = 0, . . . , B − 1
P (b(t + 1) = 0|b(t) = B) = 1

(5)

where p is the probability that a packet that is transmitted will
be lost. Let pc be the probability that a packet that is transmitted
will collide. We assume that the events of pc and those of pe are
mutually exclusive. Then, we obtain

p = pc + pe. (6)

Following [21], p is assumed to be a constant value, which is
independent of the number of retransmissions that occur.

It readily follows that the conditional backoff stage probabil-
ity P (b = i|X) is a geometric distribution, i.e.,

P (b = i|X) =
(1 − p)pi

1 − pB+1
, i ∈ (0, . . . , B). (7)

From the independence among transmission cycles and the
renewal theory, we can obtain the conditional transmission
probability P (X|b = i) by dividing the average number of
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counter time slots that are spent for the transmission in a trans-
mission cycle (exactly one counter time slot) by the average
number of counter time slots that are spent by the STA during
the whole cycle (the backoff and transmission cycle in backoff
stage i). Since a counter time slot corresponds to a backoff
counter decrement, it readily follows that

P (X|b = i) =
1

1 + E[ci]
, i ∈ (0, . . . , B) (8)

where E[ci] is the average value of the backoff counter that is
extracted by an STA entering stage i. E[ci] is equal to CWi/2
based on the assumption of a uniform distribution in the range
(0, CWi). By substituting (7) and (8) into (4), we obtain

τ =
1

1 + 1−p
1−pB−1

B∑
i=0

P iE[ci]
. (9)

At the steady state, each remaining STA transmits a packet
with probability τ . Thus, pc can be expressed as

pc = p − pe = 1 − (1 − τ)N−1. (10)

This corresponds to the probability that at least one of
the N − 1 remaining STAs transmits. Equation (10) can be
rewritten as

τ = 1 − (1 − p + pe)
1

N−1 . (11)

Equations (9) and (11) represent a nonlinear system with
two unknown parameters—τ and p—which can be solved using
numerical techniques.

B. Packet Transmission Delay

Let M be the number of counter time slots that are required
for the multicast receivers to successfully receive the multicast
packet. Because the average number of counter time slots at
backoff stage i before the transmission is E[ci], the average
value of M is given by

E[M ] =
B∑

i=0

(1 + E[ci]) P [b = i]. (12)

From (2), (7), and (8), (12) can be rewritten as

E[M ] =
B∑

i=0

τ (1 + E[ci])
2 (1 − p)pi

1 − pB+1
. (13)

Let TH , TOMACK, TSIFS, and TDIFS be the time duration of
the packet header, the OMACK, the SIFS, and the distributed
interframe space (DIFS), respectively. Let TS , TF , and TP be
the time duration of the successful packet transmission cycle
of the OMACK, the unsuccessful packet transmission cycle
of the OMACK, and a packet of the OMACK or the MMP,
respectively. In the case of a basic access (without RTS/CTS
handshaking), we obtain

E[TS ]=E[TF ]=TH + E[TP ] + TSIFS + TOMACK + TDIFS.
(14)

The mean time of a counter time slot Tct is calculated as fol-
lows. The probability that a sender sees an idle channel during
a counter time slot is P [idle] = (1 − τ)N , which takes time σ.
The probability of a successful transmission during a counter
time slot is P [success] = (1 − pe)Nτ(1 − τ)N−1, which takes
time TS . The probability of an unsuccessful transmission dur-
ing a counter time slot is P [fail] = 1 − P [idle] − P [success],
which takes time TF . Thus, the mean time of a counter time
slot of the OMACK, i.e., E[Tct], is given by

E[Tct] = p[idle]σ|P [success]E[Ts] + P [fail]E[TF ]

= (1 − τ)Nσ + Nτ(1 − τ)N−1(1 − pe)E[TS ]

+
[
1 − (1 − τ)n − Nτ(1 − τ)N−1

× (1 − pe)] E[TF ]

= (1 − τ)Nσ + [1 − (1 − τ)n] E[TF ]. (15)

Here, the last equality comes from (14).
The mean time of a successful packet transmission cycle of

the MMP, i.e., E[TMMP
S ], is given by

E
[
TMMP

S

]
=E

[
TMMP

F

]

= TH + E[TP ] + R × (TSIFS + TACK) + TDIFS

(16)

where TACK is the time duration of the ACK. The mean time
of the MMP’s counter time slot is given by

E
[
TMMP

ct

]
= p[idle]σ|+P [success]E

[
TMMP

S

]

+ P [fail]E
[
TMMP

F

]

= (1−τ)Nσ + Nτ(1−τ)N−1

× (1−pe)E
[
TMMP

S

]

+
[
1−(1−τ)N −Nτ(1−τ)N−1

× (1−pe)] E
[
TMMP

F

]

= (1−τ)Nσ+
[
1−(1−τ)N

]
E

[
TMMP

F

]
. (17)

Here, the last equality comes from (16).
The packet transmission delay is defined as the time period

from the start of a packet becoming a head-of-line in the queue
to the end of the packet’s removal from the queue [18]. The
packet’s removal is caused by the successful reception by all
of the members or a collision after the maximum backoff
stage is reached. When the sender obtains data from a higher
layer protocol, a packet containing these data is constructed
and transmitted. Following this, the sender must process every
ACK or OMACK that is received for the packet. Whenever the
sender fails to receive ACKs from all receivers or an OMACK,
including all subcarriers that allocated positive symbols for the
data packet, the packet must be remulticasted, the backoff stage
must be increased, and the backoff timer must be restarted.

Let us denote the packet transmission delay of an OMACK
by DOMACK. Considering that the sender contends for the
channel for M counter time slots before the removal of the
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packet from the queue, the average packet transmission delay
of an OMACK is

E[DOMACK] = E[M ]E[Tct]. (18)

The average delay expression in (18) is consistent with
the one found in [19]. A packet transmission in the MMP is
completed at the end of multicast receivers’ ACKs. Thus, the
packet transmission delay of the MMP is

E[DMMP] = E[M ]E
[
TMMP

ct

]
. (19)

As the number of nodes increases, the proportion of
E[TMMP

F ] in E[TMMP
ct ] increases more than that of E[TF ] in

E[Tct], which results in an increase in the packet delay. Also,
note that in (18), the packet delay increases as the number of the
receivers increases. These trends will be shown in the numerical
results.

C. Throughput

Let S be the normalized system throughput, which is defined
as the fraction of time that the channel is used to successfully
transmit packets. We can express S as follows:

S =
E[time duration of a successfully transmitted packet]

E[time duration of a counter time slot]

=
P [success]E[P ]

E[Tct]
. (20)

The throughput of the OMACK is given by

SOMACK =
(1 − Pe)Nτ(1 − τ)N−1E[P ]

E[Tct]
. (21)

In a similar way, the throughput of the MMP is given by

SMMP =
P [success]E[P ]

E
[
TMMP

ct

] =
(1 − Pe)Nτ(1 − τ)N−1E[P ]

E
[
TMMP

ct

] .

(22)

D. Numerical Results

We compared the analysis results with the results obtained
from the IEEE 802.11 distributed-coordination-function-based
simulator. This simulator is an event-driven custom simulation
program, which was used in [22]. This simulator, which is
written in the C++ programming language, follows all the
IEEE 802.11 protocol details for each independently trans-
mitted STA. The values of the parameters that are used to
obtain the numerical results for the analytical model and the
simulation runs are summarized in Table II. The values of
these parameters are based on the IEEE 802.11a standard [19].
All of the simulation results in the plots are obtained with a
95% confidence interval. pe is set to 0.08, as mentioned in the
standard [19].

Fig. 5 shows the variation of the throughput of the OMACK
and the MMP with the number of STAs where R is set to 5.
The analytical results (lines) practically coincide with the sim-
ulation results (symbols). The throughputs of the OMACK and

TABLE II
PARAMETER VALUES

Fig. 5. Number of STAs and the throughput for a constant number of receivers
(R = 5).

the MMP decrease as the number of STAs increases. This
comes from the increase in the number of packet collisions.
The throughput of the OMACK is higher than that of the
MMP. This is because the MMP incurs more overhead than the
OMACK does due to the use of multiple ACKs. The difference
in the throughput between the OMACK and the MMP remains
constant because of the constant number of receivers R.

Fig. 6 shows the delay as a function of the number of STAs,
where R is kept constant. It is noted that the delay of the
OMACK is less than that of the MMP because the OMACK
requires less overhead in terms of the number of ACKs. The
difference in the delay between the two methods becomes larger
as the number of STAs increases. This is explained by (18) and
(19). The difference in the delay that is obtained by subtracting
(18) from (19) is

Delay_difference = E[M ]
[
1 − (1 − τ)N

]

· {(R − 1) · TSIFS + R · TACK − TOMACK)} . (23)

Based on (23), as the number of STAs N increases, [1 − (1 −
τ)N ] exponentially increases. Thus, the difference in the delay
increases as N increases.
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Fig. 6. Number of STAs and the delay for a constant number of receivers
(R = 5).

Fig. 7. Number of STAs and the throughput for a variable number of receivers
(R = N − 2).

Figs. 7 and 8 show the variation of the throughput and the de-
lay of the OMACK and the MMP according to the change of N ,
respectively. The value of R is set to N − 2, i.e., two less than
the entire STAs in a network. The performance of the OMACK
is independent of the number of receivers. This is because the
number of ACKs is constant in the OMACK, irrespective of the
number of receivers. However, the performance of the MMP
is largely dependent on the number of receivers, as shown
in (19). This is because the overhead of the MMP increases
as the number of the receivers increases. Thus, the difference
in the performance between the two methods becomes larger
as the number of the receivers increases.

Figs. 9 and 10 show the variation of the throughputs and the
delays of the OMACK and the MMP as the number of the mul-
ticast receivers increases. The number of nodes N is set to 25.
These figures illustrate the dependence of the performance on
the number of receivers. It is also shown that the performance
of the OMACK is constant, whereas that of the MMP degrades,
as the number of the multicast receivers increases. This comes

Fig. 8. Number of STAs and the delay for a variable number of receivers
(R = N − 2).

Fig. 9. Number of multicast receivers and the throughput.

Fig. 10. Number of multicast receivers and the delay.

from the increased overhead resulting from the use of multiple
ACKs in the MMP. The OMACK maintains one OFDM system,
no matter how many group members there are. On the other
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Fig. 11. Packet loss probability without the collision and the throughput.

Fig. 12. Packet loss probability without the collision and the delay.

hand, as mentioned before, the ACK-associated overhead in
the MMP increases as the number of the group members
increases.

Figs. 11 and 12 show the throughput and the delay as
a function of the packet loss probability without collision
pe, respectively, where N is set to 10, and R is set to 8.
Note that pe corresponds to the PER without a collision. The
throughput decreases as pe increases, and the delay increases
as pe increases. This is because more remulticasting occurs
as the PER increases. The difference in performance between
the two methods is almost constant because the difference
in the overhead is constant.

V. CONCLUSION

In this paper, we have proposed a new reliable multicast
scheme over the IEEE 802.11-based WLAN. The major inno-
vation is the use of an OFDMA mechanism for acknowledging
whether a multicast packet is successfully received by each
group member STA. Each member STA is preassigned with
a unique subcarrier number that is aligned with a multicast

group. When STAs successfully receive a multicast packet,
they send an OFDM symbol, which is called an OMACK, by
allocating one bit in their own subcarrier. When the original
sender receives the OFDM symbol, it checks if there are any
subcarriers without any bits. If there is a subcarrier with no
bits, the multicast packet transmission is considered to be a
failure. The OMACK and the MMP have been compared and
evaluated through an analytical method as well as simulations.
The performance of the OMACK outperforms that of the MMP
in terms of the throughput and the delay. In other words, the
OMACK provides a reliable error recovery mechanism for
multicast transmissions with minimum overhead.

The proposed scheme provides a unique feature that allows
the sender to collect statistics on multicast packet reception
for each member STA. Such statistics can be utilized to make
a decision concerning the necessity for a retransmission. In a
future work, a retransmission method for failed multicast could
be studied.
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