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Abstract—Wireless local area networks (WLANSs) based on the
IEEE 802.11 standard are becoming increasingly popular and
widely deployed. It is likely that WLAN will become an important
complementary technology for future cellular systems and will
typically be used to provide hotspot coverage. In this paper, the
complementary use of WLANSs in conjunction with mobile cellular
networks is studied. We identify the fairness problem between
uplink and downlink traffic flows in the IEEE 802.11 distributed
coordination function and then propose an easy solution that
can be implemented at the access point (AP) in the MAC layer
without modification of the standard for stations (STAs). This
solution aims at providing a controllable resource-allocation
method between uplink and downlink traffic flows and adapting
the parameters according to the dynamic traffic load changes. The
proposed solution also enhances the system utilization by reducing
the probability of frame collision.

Index Terms—Fairness, hotspot, IEEE 802.11 distributed coor-
dination function (DCF), wireless local area network (WLAN).

1. INTRODUCTION

VEN WITH the emergence of the developed wireless cel-

lular networks such as second-generation personal-com-
munications service (PCS) systems, there is a need for another
public wireless access solution to meet the ever-increasing de-
mand for data-intensive applications and ubiquitous communi-
cations. To achieve these goals, future third-/fourth-generation
(3G/4G) mobile networks will evolve to provide higher data
rates and new radio access technologies. One widely antici-
pated form of evolution is the complementary use of so-called
hotspots [1]-[3].

Wireless local area networks (WLANSs) based on the IEEE
802.11 standard [4] are becoming increasingly prevalent for of-
fices, public places, and homes. The focus is now turning to
deploying these networks over hotspots such as airports, ho-
tels, cafes, and other areas in which people can have unteth-
ered public accesses to the Internet. Low-cost and high-speed
WLANS can be integrated within the cellular coverage to pro-
vide hotspot coverage for high-speed data services. WLAN of-
fers an interesting possibility for cellular operators to offer ad-
ditional capacity and higher bandwidth for end users without
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sacrificing the capacity of cellular users, since WLANS operate
on unlicensed frequency bands.

The medium-access control (MAC) protocol in the IEEE
802.11 standard consists of two coordination functions:
mandatory distributed coordination function (DCF) and op-
tional point coordination function (PCF). In the DCEF, a set of
wireless stations (STAs) communicate with each other using
a contention-based channel-access method, namely carrier
sense multiple access with collision avoidance (CSMA/CA).
CSMA/CA is known for its inherent fairness between STAs and
robustness. It is quite effective in supporting symmetric traffic
loads in ad hoc networks where the traffic loads between STAs
are similar. However, this form of random-access protocol
is not recommended for asymmetric traffic loads in hotspots
where the traffic loads are converged into an access point (AP)
[5]. There are many wireless multimedia applications in which
the utilization of radio resource is strongly biased toward the
downlink (from AP to STAs) against the uplink (from STAs to
AP) or the direct link (from STAs to STAs). For example, let
us consider Internet access or mobile computing. In general,
the information database and computing power for multimedia
services tend to locate at the network side rather than at the
STAs.

By using the optional PCF of IEEE802.11 that is a
polling-based service, it is possible to overcome the prob-
lems of asymmetric traffic loads. To do so, the PCF requires
a centralized scheduling algorithm. Moreover, STAs need to
inform their traffic load status to AP for the optimal scheduling
algorithm. The scheduler and status reporting induce the modi-
fications of the standard MAC protocol for both STAs and AP.

We focus on the DCF mode in IEEE 802.11 that is a con-
tention-based channel-access method and is widely deployed in
the world. We identify situations in which the traffic flows for
the downlink is completely blocked due to the unfairness of the
CSMA/CA MAC protocol in distributed environments. We then
propose an easy solution that overcomes such problems. The
proposed MAC layer algorithm can be implemented at an AP
without modification at STAs. We show that our approach en-
sures an adequate level of fairness between the uplink and the
downlink, and improves the system utilization.

The remainder of this paper is organized as follows. Section II
presents related works and Section III describes the proposed
MAC protocol. Section IV analyzes the performance of the pro-
posed method. In Section V, we investigate the enhancement
of the proposed method on the utilization and the fairness with
some numerical results. Finally, this paper is concluded in Sec-
tion VL.
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II. RELATED WORKS
A. DCF of IEEE 802.11

The DCF achieves automatic medium sharing between com-
patible STAs through the use of CSMA/CA. Before a STA starts
transmission, it senses the wireless medium to determine if it is
idle. If the medium appears to be idle, the transmission may pro-
ceed. Otherwise, the STA will wait until the end of the ongoing
transmission.

A STA will ensure that the medium has been idle for the spec-
ified time interval before attempting to transmit. STAs deliver
data frames with arbitrary lengths after sensing that the medium
is idle for at least a DCF interframe space (DIFS), the required
time interval in the standard. If two or more STAs find that the
channel is idle at the same time, a collision occurs. In order to
reduce the probability of such collisions, a STA has to perform a
backoff procedure before starting a transmission. The duration
of this backoff is determined by the contention window (CW)
size, which is initially set to CWy,;,. The CW value is used
to randomly choose the number of slot times (o) in the range
of [0, CW — 1], which is used for backoff duration. In the case
of an unsuccessful transmission, the CW value is updated to
CW x 2 while it does not exceed C W, ,x. This will guarantee
that, in case of a collision, the probability of another collision at
the time of next transmission attempt is further decreased.

A transmitter and receiver pair exchanges short request-to-
send (RTS) and clear-to-send (CTS) control frames prior to the
actual data transmission to avoid the collision of data frames. An
acknowledgment (ACK) frame will be sent by the receiver upon
successful reception of a data frame. It is only after receiving an
ACK frame correctly that the transmitter assumes successful de-
livery of the corresponding data frame. Short interframe space
(SIFS), which is smaller than DIFS, is a time interval between
RTS, CTS, data frame, and ACK frame. Using this small gap be-
tween transmissions within the frame-exchange sequence pre-
vents other STAs from attempting to use the medium. As a con-
sequence, it gives priority to completion of the ongoing frame
exchange sequence.

B. EDCA of IEEE 802.11e

The IEEE 802.11 Working Group initiated a Study Group
(SG11e) with the charter to enhance the 802.11 MAC [6], which
would provide support for applications with quality-of-service
(QoS) requirements, while maintaining backward compatibility
with the 802.11 standard.

An enhanced version of DCEF, called enhanced distributed
channel access (EDCA), differentiates the channel access pri-
ority according to the QoS requirements. The IEEE 802.11e
draft defines eight traffic categories (TCs) for priority-based
traffic and each QoS-capable STA (QSTA) marks their frames to
indicate a specific premium service requirement. The QoS-ca-
pable AP (QAP) can dynamically adjust the contention window
parameters as well as the transmit opportunity (TxOP) limit for
each traffic category.

EDCA provides relative QoS differentiation among traffic
classes, but does not provide any QoS guarantee. EDCA is rel-
atively simple, but the performance provided by this priority-
based scheme is obviously less predictable than a reservation-

based method. Due to the fact that a QSTA does not have to go
through admission control to get bandwidth, it is hardly pos-
sible to reduce the amount of traffic that one STA might send.
The QAP can only adjust the contention window and TxOP du-
ration for each TC.

C. Fairness Issue in IEEE 802.11 WLANs

Fair-scheduling algorithms attempt to allocate network
resource fairly to each traffic flow in proportion to a given
flow weight. An initial study on fair scheduling among STAs
is presented by Lu er al. [7]. The authors propose a fair
queueing-scheduling algorithm performed at the AP, which
relies on a TDMA-based MAC algorithm. Other fair-queueing
solutions based on the WLAN MAC model appear in [8]-[11].
In these works, the weights are used to differentiate between
traffic classes and apportion the bandwidth among them. The
weight for high utilization class traffic is usually larger than
that for low-utilization class traffic. The authors in [12]-[14]
propose to scale the contention window, vary the interframe
spacings, and change the backoff period according to the
priority level of the traffic flow. Because all these studies are
focused on the fairness or priority among STAs in a WLAN,
the unfair sharing of bandwidth between the uplink and the
downlink still remains.

In [15], the authors observe a significant unfairness between
the uplink and the downlink flows when the DCF or EDCA is
employed in a WLAN with AP. Since the DCF protocol allows
equal access to the media for all hosts, the AP and the STAs have
equal utilization to the medium. Thus, when the downlink has
much more offered traffic load than the uplink, the downlink
becomes a bottleneck of the system capacity and much more
APs should be deployed to accommodate such STAs. EDCA
allows QoS differentiation, which is an important improvement
over legacy DCF. Nevertheless, it presents the same utilization
asymmetry, giving an advantage to the uplink transmission as
the number of STAs increases.

The TCP fairness issues between the uplink and downlink in
WLANS has been studied in [16]. The authors are interested in
a solution that results in uplink and downlink TCP flows having
an equal share of the wireless bandwidth (utilization ratio of
one). They identify the cause of unfairness in the buffer size
availability at the AP and propose a solution based on TCP re-
ceiver window manipulation. Because this solution operates on
the TCP layer, it is not effective when there exist traffic flows
other than TCP.

III. PROPOSED MAC PROTOCOL

A. Channel Access

We propose an improved MAC protocol based on the IEEE
802.11 WLAN standard. Each STA can communicate with the
AP (uplink or downlink) or with other STAs (direct link). Since
we focus on the resource allocation between uplink and down-
link, we do not consider the direct link utilization in this paper,
although it is noted that the utilization sharing between uplink
and direct link is proportional to the ratio of the number of ac-
tive STAs for the uplink and that for the direct link.
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Fig. 1. DCF access mechanism and downlink compensation access

mechanism.

STAs and AP use the DCF mechanism with RTS/CTS hand-
shaking, as shown in Fig. 1, where the next channel access
should wait for DIFS and backoff window time after a pre-
vious ACK frame. A two-way handshaking technique without
RTS/CTS handshaking, called the basic access mechanism, is
not considered in this paper, although our proposed method can
be easily extended to the basic access mechanism.

All the time durations used for successful data transmission
on the uplink (downlink) are called the uplink (downlink) uti-
lization. The system utilization is the sum of the downlink and
uplink utilization. We define the utilization ratio - such that

_ downlink utilization

ey

uplink utilization

To control the fair sharing of bandwidth between the uplink and
downlink, we define a required utilization ratio as ). We say
the system is in “fair state” if v = ). If v < 1), there should
be some compromise between the uplink and downlink. In that
case, the AP can transmit data frames using point interframe
space (PIFS) following the previous ACK frame until it becomes
v > 1, as shown in Fig. 1. We call this mechanism downlink
compensation access (DCA). During the DCA, the handshake
mechanism of RTS and CTS is not necessary and the AP can
transmit multiple data frames while v < . Note that the AP
accesses the wireless channel without collision during the DCA
because it transmits a data frame using PIFS, which is shorter
than DIFS. Also note that AP accesses the wireless channel with
the DCF when v > 1) or there is no ACK frame transmitted on
the wireless channel. In this way, the required utilization ratio
is maintained while the utilization increases due to the reduced
probability of collision.

To keep up with the dynamic changes of traffic-load condi-
tions, ¥ and - should be updated adaptively. We propose an up-
date method for ¢ and -y in the next section.

B. Parameter Update

To allocate the network resource according to the offered
load, the value of v should be proportional to the offered load.
Let p,, and p, denote the time average of the accumulated of-
fered load on the uplink and downlink, respectively. Under real
situations, p,, and pg can be a long-term average value, mea-
sured for a predefined duration. For example, the duration can

be a daytime, working hour, or busy hour, according to the net-
work-design criteria [17]. Based on these measurements, the AP
may change the value of ¥ (i.e., ¥ = pa/pu) or network oper-
ator may send the value of i to the AP.

The AP can accurately measure pg, since the AP transmits
the downlink traffic. The AP estimates p,, according to the feed-
back informations from STAs that are transmitted by the control
frames. To reduce the overhead caused by these control frames,
we propose a simple update method for ).

We define a discrete time scale ¢, that increments by one
whenever there is a successful data-frame transmission. The AP
has an internal memory that records the source MAC addresses
of uplink data frames and the destination MAC addresses of
downlink data frames for a time window of T3,. Let ¥, (¢5) and
U,4(ts) denote the number of the source MAC addresses of the
uplink traffic and the number of the destination MAC addresses
of the downlink traffic between (s — T,,) and ¢, respectively.
For example, if an uplink (downlink) data frame is transmitted
with a new source (destination) MAC address that is not regis-
tered in the AP, ¥,,(t5) (¥ 4(ts)) increases by one and the MAC
address is recorded in the AP. When the recorded MAC address
becomes older than Ty, it is removed from the AP and ¥ 4(¢5)
or U, (ts) decreases by one. Thus, ¥,,(t5) and W ,(¢,) represent
the active number of STAs in an uplink and downlink for a pe-
riod Ty, respectively. We update the required utilization ratio
such that

\de<ts)
\Illt(tS).

P(ts) = )

Although this estimation does not exactly reflect the offered
load, it is easy to be implemented in the AP and does not require
the feedback information from STAs. Moreover, the proposed
method does not require the modification of standard for STAs,
which makes it compatible with the deployed STAs.

We propose a system parameter w(¢,) that is a decision cri-
terion for the DCA at time ts. The initial value of w(t;) is set
to zero, i.e., w(0) = 0. Let T'y(¢5) and T',,(¢5) be the lengths of
data frames that are normalized to the maximum value of a data
frame length and are successfully transmitted by the downlink
and uplink at time ¢, respectively. Note that one of I'4(¢5) and
T'.(ts) is zero at t,. The value of w(ts) is updated at every suc-
cessful frame transmission such that

w(ts) = w(ts - 1) + Fd<ts) - Il/}(ts>ru<ts)' (3)

Note that the case of w(ts) = 0 is a fair state and the case of
w(ts) < 0 is the state that requires the DCA. Thus, we propose
that the AP adopts w(s ) to decide the access method. If w(t,) <
0 and there is an ACK frame transmitted on the channel, the AP
uses the DCA whenever it has pending frames. Otherwise, the
AP uses the DCE.

IV. PERFORMANCE ANALYSIS
A. Utilization of IEEE 802.11 DCF

To compare the performance of the proposed method with
that of the IEEE 802.11 DCF, we adopt the analytical model
used in [18]—-[20]. The channel conditions are assumed to be
ideal, i.e., no hidden terminals, no channel error, and no capture
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Fig. 2. State-transition diagram for the backoff window size.

effect. The transmission queues of each STA and AP are as-
sumed to be always nonempty. The destinations of frames gen-
erated from n STAs are AP while the destinations of frames
transmitted from AP are uniformly distributed among n STAs.
Let us adopt the notation W; = 2x W;_; wherei € {0,...,m}
is called the backoff stage and m is the maximum backoff stage
such that CWy.x = 2™ CWpin.

A discrete and integer time scale is adopted: ¢ and £ + 1 cor-
respond to the beginnings of two consecutive decrements of
backoff time counter. We call the time interval between ¢ and
t+1 “counter time.” Note that the decrement of the backoff time
counter is stopped when the channel is sensed busy; thus, the
time interval between the beginnings of two consecutive counter
time instants may be much longer than the constant slot time
size o, as it may include a frame transmission. Let a(t) be the
stochastic process representing the backoff stage {0, . ..,m} of
a STA at time ¢. Let b(¢) be the stochastic process representing
the backoff time counter for a given STA. The b(¢) of each STA
decrements at the beginning of each counter time.

If the probability of frame collision is approximated by a con-
stant value p. regardless of the backoff stage, it is possible to
model the two-dimensional (2-D) process {a(t), b(t)} with the
discrete-time Markov chain depicted in Fig. 2. This assumption
is reasonable in the steady state, since p. mainly depends on the
overall network traffic.

Let P jy(k,) denote the state-transition probability of
P{(k,l) — (4,7)}. Referring to Fig. 2, P jyu,’s for all
possible transitions (k, ) — (%, ) are expressed by (4), shown
at the bottom of the page. The first case in (4) corresponds to
the decrement of backoff time counter at the beginning of each
counter time. The second case accounts for a successful frame

transmission followed by a new initial backoff time counter
randomly chosen in the range of [0, Wy — 1]. The other cases
model an unsuccessful frame transmission. In the third case,
when an unsuccessful frame transmission occurs at a backoff
stage of ¢+ — 1, the backoff stage increases by one and a new
initial backoff time counter is chosen in the range of [1, W; —1].
Finally, the fourth case models the maximum backoff stage
m, where it is not increased even after an unsuccessful frame
transmission [see (4) at the bottom of the page].

Let m; ; denote the stationary probability of a state (i, 7). In
the steady state, we obtain the following relations:

0<iz<m
7= m.

3,0

(]- - pc) X Tm,0 (5)

Pe X Ti—1,0 = {

Because of the chain regularities, foreach 0 < j < W; -1, m; ;
can be expressed as

Wi — 4 (1—=pe) X >y Tho, ©=0
Tij = ;/V X § De X Ti—1,0, 0<i<m (6)
¢ Pe X (Tr—1,0 + Tm0), & =m.

Note that (5) can be obtained from (6) by setting j = 0. It is
also noted that

Wi

m
1=0

From (4)—(7), we can get m; ; for any feasible (7, j) by using
numerical methods. For details, the readers are referred to [18].

Let us define the probability 7 that a STA transmits a data
frame in a counter time. As any transmission occurs when the
backoff time counter is equal to zero, we have

T = Zm,o (8)
=0

-1
Ti5 = 1. (7)
=0

j=

and
pe=1—(1-71)". 9)

Let P, be the probability that there is at least one transmission in
a counter time and P be the probability of successful transmis-
sion. Since n STAs and AP contend on the channel with proba-
bility 7, we have

Pi=1—-(1-7)"*, (10)
e+ D1 -7)"  (n+D7T(l—T7)"
Ps = P, 1= (1—7)ntt (n

Let U be the normalized system utilization defined as the frac-
tion of time that the channel is used to successfully transmit pay-
load bits. We express U as the payload information transmitted

1 if0<i<m, 0<j<W,-2, k=1 andl=j+1
(A=pe) e _ : _
Py = W’; }fz—()., 0§3.§W0—1, 0§l:c§m, and[ =0 @
i,5) (k1) ‘pT if1 <7< m, 0<j<W;, -1, k=1—1, and[ =0
Le if i = m, 0<j<W,,—1, k=m, and [ = 0.
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in a counter time normalized to the length of a counter time,
which is given by

P,P,T,

U= .
(1—Pt)O'+PtP5T5+Pt(1—P5)Tc

12)

Here, T} is the average time that the channel is sensed busy be-
cause of a successful transmission, 7 is the average time that
the channel is sensed busy because of a collision, o is the du-
ration of an empty slot time, and 7, is the average transmis-
sion time of the frame payload. The numerator in (12) repre-
sents the average time of payload information transmitted in a
counter time and the denominator represents the average length
of a counter time. In the RTS/CTS access mechanism, we have

Ty =Trrs +Tcrs + T + T, + Tack
+ 3Tstrs + Torirs
T. =Trrs + Toirs

13)
(14)

where Trrs, TcTs, T, Tack, Isirs, and Tprrs are the time
durations of RTS, CTS, frame header, ACK, SIFS, and DIFS,
respectively.

As AP and STAs have the same 7, the downlink utilization
Uy, the uplink utilization U,,, and the utilization ratio -y are

1
—U—— 1
d 1 (15)
U, =U—2 (16)
n+1
Uy 1
—d_ 2 17
U, (17)

It is expected that the larger the number of STAs is, the higher
the utilization is devoted to the uplink.

B. Utilization of the Proposed Method

At first, we analyze the performance of the proposed MAC in
the case of ¢ = 1 and then we use the approximate model for
other cases.

If we assume that the lengths of data frames are set to the
maximum value, w(ts) becomes equal to the number of data
frames transmitted by downlink subtracted by the number of
data frames transmitted by uplink. Thus, we can model the state
transition diagram for w(t,), as shown in Fig. 3(a), where states
are changed at every successful data-frame transmission. When
a data frame is successfully transmitted from the AP, w(ts) in-
creases by one, while w(ts) decreases by one when one of STAs
transmits a data frame successfully. When w(¢s) becomes —1,
the DCA is activated after the previous ACK frame and w(ts)
becomes zero with probability one.

The stationary probability of the state ¢, 7;, can be found by
the following flow balance:

n
= 1
T—1 n—|—17T0 ( 8)
mo=T_1 + nilm (19)
= Tt i, fori>1 (20)

n+1 n+1

1 n+l n+l
\_/
n n n
n+1 n+1 n+1
(a)
1 1
1 1 n+l  n+l
n n n
n+1 n+1 n+1
(b)
Fig. 3. State transition diagram for w(t,) at (a) ¢» = 1 and (b) ¢ = 2.
and
o0
d omi=1 1)
1=—1
It is easily shown that
n—1
L — (22)
2n
~n+1
T = Wﬂ—l
n?—1 .
:W7 for 2 0. (23)

Let P, be the probability that a data frame is transmitted by
the DCA under the condition that the previous transmission was
successful. Because the DCA is activated at w(ts) < 0, we
obtain

(24)

Then, the system utilization of the proposed MAC is given by

[P 1T

[(I_Pt)0+PtPs(1_Pd)Ts+PtPsPde+Pt(1_Ps)%;c’]s.)
In (25), Ty is the time duration for the DCA and is given by

U=

Ty =Ty + Ty + Tack + Tsirs + Tpirs (26)

where 1p1rs is the time durations of PIFS.

Compared with (12), the average counter time in (25) is re-
duced by P, P, Py(Trrs + Tcrs + 2Ts1es + Toirs — Trirs)s
which comes from the overhead reduction of the DCA.

As shown in Fig. 3(b), it becomes more complicated when
1 # 1. Thus, we use the approximate model to accommodate
the general ¢). When n is large enough, most of the DCF ac-
cesses are occupied by STAs and we can neglect the DCF access
of AP. Then, the state transitions in Fig. 3 are simplified to those
in Fig. 4. Note that there are 1)+ 1 states in Fig. 4. The state with
zero corresponds to the DCF and those with negative values cor-
respond to the DCA. We generalize these approximate models
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(a) (b)

Fig. 4. State-transition diagram for w(t,) at (a) 3> = 1 and (b) ¢» = 2 with
an approximate model.

such that P; and the steady-state probabilities of w(t,) < 0 can
be approximated by

Tw(ts)<0 = Z Ur
i<0
_ Y
14
_ Tw(ts)<0
Py = P,
1 ¥
P14
The successful data-frame transmission of the downlink is
generated at state w(ts) < 0 and that of the uplink is generated
at state w(ts) > 0. Thus, the utilizations of uplink and downlink
are given by

27)

for ¢ > 0. (28)

Ug = Uﬂ-w(ts)<0
¥

_Um (29)
U = U’/Tt.u(tS)ZO
1
Uy (30)
T,
=3, G1)

The utilization between uplink and downlink are allocated ac-
cording to the value of 1.

V. NUMERICAL RESULTS

The values of parameters used to obtain numerical results for
both the analytical model and the simulation runs are summa-
rized in Table I. The values of these parameters are based on the
IEEE 802.11b direct-sequence spread-spectrum (DSSS) stan-
dard [21]. The channel conditions and the traffic models of the
simulation runs are the same as those of the analytical model
described in Section IV.

The system utilizations of analytic and simulation result are
plotted in Fig. 5 at ¢ = 1. For simplicity, we denote the pro-
posed method as FAIR and the 802.11 DCF as DCF in this sec-
tion. The FAIR shows enhanced utilization compared with the
DCEF. This comes from the DCA, which reduces the overhead
for data-frame transmission. The difference between the utiliza-
tions of DCF and FAIR becomes larger as the number of STAs
increases. This is because the collision probability of DCF in-
creases as the number of STAs increases. It is shown that the
analytic result is accurate in predicting the system utilization.

Fig. 6 shows the utilizations of downlink and uplink at ) = 1.
As the number of STAs increases, most utilization for DCF is
used for the uplink traffic, which results in severe unfairness

TABLE 1
PARAMETER VALUES
Parameter Value
CWmin 32
CWmazx 1024
SIFS time 10 us
PIFS time 30 ps
DIFS time 50 ps
slot time 20 us
MAC header 272 bits
PHY header 48 bits
Preamble 144 us
ACK time 304 us
RTS time 352 ps
CTS time 304 us
frame payload | 8192 bits
channel bit rate 1 Mbps
Tw 30 sec
0.90
S L LT T TSI PO
0854
'5 lIlllll-...-.....
& 080+
‘:5
analytic DCF
o754 | e analytic FAIR
= simulation DCF
O simulation FAIR
0.70 - T T T T T T T T
0 10 20 30 40 50
Number of stations
Fig. 5. System utilization U of analysis and simulation at ) = 1.
0.8 ‘1_____....--.1----"-"i“.“-'i‘ri"-"-“
..
I
n = simulation DCF uplink
064 o simulation DCF downlink
- . v simulation FAIR uplink
g 4 simulation FAIR downlink
I
N 0.4 EFE-E-2-2-2-E-X-F-X-F-2-FE-EEEEEE-RR-E-X-F
5 analytic DCF uplink
analytic DCF downlink
> analytic FAIR uplink
0.24 < analytic FAIR downlink
0.0 ot e eas
0 40 50

Number of stations

Fig. 6. Comparison between uplink and downlink utilization at ¢» = 1.

between the uplink and the downlink. For a large number of
STAs, AP cannot transmit enough traffic in DCF. However, the
uplink and downlink share equal utilization in FAIR because
1) is set to one. This equal sharing is kept constant while the
number of STAs increases.

Fig. 7 shows the utilization ratios y for DCF and FAIR.  in
this figure is the time average value as define in (1). v of FAIR
is maintained at one because the DCA is activated whenever
w(ts) in (3) is less than zero. Thus, the dynamic update method
of w(t,) operates well to achieve the required utilization ratio ).
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Fig. 8. Utilization sharing of FAIR between uplink and downlink at n = 25.

v of DCF largely depends on the number of STAs as expected
in (17).

Fig. 8 shows the simulation results of the FAIR according
to the changes of 1. The analytic results are not shown for the
clarity, although it is well matched with the simulation results.
As the value of 1) increases, the system utilization that is the
sum of downlink and uplink utilization also increases. This is
because when the value of 1) increases, the amount of decrement
of w(ts) caused by a frame transmission of uplink gets larger, as
explained in (3). Thus, as the value of 1 increases, more frames
are transmitted during the DCA, which increases the utilization
and decreases the collision. This means that the FAIR shows
better utilization than the DCF as the traffic load of the downlink
becomes heavier than that of the uplink, i.e., 1 > 1. The case of
1 > 1 can be widely observed in multimedia communications.
The decrease of the utilization wasted by the collision also has
the same reason. It is also shown that the FAIR distributes the
utilization between the uplink and the downlink according to the
value of .

Fig. 9 shows the simulation results of dynamic parameter up-
date for 7 shown in (2), where n,, and n4 represent the average
number of active traffic flows that have different MAC addresses
in uplink and downlink, respectively. Note that the ideal utiliza-
tion ratio for ng = 40, ng = 20, and ng = 10 should be 2, 1,
and 0.5, respectively. The utilization ratios for the smaller values

3.0
\
‘\ --- ;1{,:40
\ -
2.5‘ \\ -—”{1_20
‘\\ ------ n,=10
8 el
| 2.0 e e ]
=
g
H
= 1.5
S K
1.0
0.5 Tt
T T

Time window (Tw)

Fig. 9. Utilization ratio v versus time window size T, at n, = 20.

of T, are larger than the ideal values. This is because the lack
of information about the number of active flows and the DCA
mechanism give higher priority on the downlink utilization. It is
also shown that T}, should increase as the downlink traffic load
increases to achieve the ideal utilization ratio.

VI. CONCLUSION

We have proposed an easy implementation method to con-
trol the utilization ratio of uplink and downlink traffic and to
enhance the system utilization of the IEEE 802.11 DCF. The
proposed method can be implemented without the modification
of the IEEE 802.11 standard for STAs that are widely deployed.
The utilization sharing between the uplink and downlink can be
controlled by the network operator or by the offered traffic load.

The efficiency of the proposed system under the saturation
load condition has been demonstrated by Markov analysis and
computer simulation. The results show that the proposed system
enhances the utilization of successful data frame transmission
even when the number of STAs increases. The proposed system
distributes the utilization between the uplink and downlink ac-
cording to the required value. This, in turn, drastically reduces
the blocking probability of multimedia data frames in the pro-
posed systems compared with that in the IEEE 802.11 DCF,
where most of bandwidth is occupied by the uplink. Thus, the
proposed system can be a good candidate for hotspots in next-
generation cellular mobile communications systems, which aim
for multimedia services.
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