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Abstract— This paper proposes a polling scheme for
multiple access to wireless ATM networks. By combining
the concepts of virtual source and adaptive polling, the
proposed scheme serves effectively the constant bit rate
(CBR), the variable bit rate (VBR), and the available
bit rate (ABR) traffics. To maximize the (radio) channel
efficiency, the proposed scheme is designed to guaran-
tee the stochastic delay bound based on the concept of
equivalent capacity. The relation between the supplied
capacity, design parameters, and cell loss probability is
analyzed and compared with simulation results. As a re-
sults, it is shown that the proposed scheme is so simple
and efficient to be used in wireless ATM environments.

I. Introduction

The asynchronous transfer mode (ATM) has become
one of leading technologies for future wireless multi-
media communications. Specifically, the “ATM air-
interface” as well as the ATM (fixed) core network is
essential for “fully ATM-based wireless networks.”

In a wireless ATM system, a cell consists of a base
station (BS) and several wireless terminals. The BS
functions both as a centralized controller for the cell
and as a gateway to the fixed network. Our main con-
cern in this paper is the multiple access of the uplink
(from terminals to BS) at the air-interface since the BS
is an unique transmitter on the downlink (from BS to
terminals) and can appropriately make out a schedule
for its transmission.

From the viewpoint of multiple access scheme for
wireless networks, the code-division multiple access
(CDMA) is appropriate to provide high system-wide ca-
pacity using scarce (radio) resource. However, the time-
division multiple access (TDMA) is more desirable for
wireless ATM since it is more flexible in resource al-
location [1], which is indispensable for managing the
multimedia traffic with high date rate. Thus, some
proposals have suggested CDMA with time-division du-
plex (CDMA/TDD) scheme, having the merits of both
CDMA and TDMA [2]. Although the concepts pre-
sented in this paper can be applied to any of CDMA,
TDMA, and CDMA/TDD, we consider hereafter only
TDMA systems for convenient description.

The multiple access techniques to time-divided chan-
nel can be classified into the fixed assignment, the ran-
dom access, and the demand assignment. The demand
assignment schemes can be categorized again into the

reservation methods and the polling methods [3]. With
the centralized architecture such as in wireless ATM, the
polling methods are simpler than the reservation meth-
ods since there is no reservation phase. However, the
performance of polling methods depend heavily on the
algorithm that manages the polling period for each con-
nection. Based on whether the polling period is fixed
or variable, we can subdivide the polling methods into
“fixed” and “adaptive” methods.

The wireless ATM networks should support various
classes of traffic, i.e., the constant bit rate (CBR), the
variable bit rate (VBR), the available bit rate (ABR),
and the unspecified bit rate (UBR) traffics [4]. More-
over, some of these traffics require the dynamic data
rates. In this situation, adaptive polling methods are
preferred.

In this paper, we propose a new adaptive polling
scheme for wireless ATM system. In Section II, we pro-
pose the polling scheme to bound the cell delay. The cell
loss probability with the proposed scheme is analyzed
and compared with the simulation results in Section III.
Finally, concluding remarks are offered in Section IV.

II. Polling Mechanism Design

We use the virtual traffic source (VS) at the BS, which
emulates the corresponding real source (RS) at terminal
[5], [6]. A VS generates tokens whereas a RS generates
packets. The VS’s, instead of RS’s, request the band-
width by the tokens. One token requests the polling
of one packet in corresponding connection by one ATM
cell. Thus, the size of one packet is equal to the pay-
load size of one ATM cell. The packet (token) queue
buffers the packets (tokens) until they are retrieved. The
packets (tokens) in queue are served by first-in-first-out
(FIFO) manner. At a connection setup, the terminal
makes RS’s packet queue and the BS sets up a VS and
its token queue (buffer) that correspond to the request-
ing connection.

A. Virtual Source Design

We first suggest a VS model that can be applied to
any of CBR, VBR, and ABR. This model is based on
“two-states rate process.”

For the convenient explanation of the model, let us
consider the simplest rt-VBR traffic such as voice traffic.
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Fig. 1. Virtual source model.

The RS of voice traffic can be modeled as an ON/OFF
source [Fig. 1(a)]. The source generates packets at a
constant rate λ (in packets/sec) while it is in ON state.
In OFF state, it does not generate packet. We assume
in the followings that the ON and OFF periods are ex-
ponentially distributed, respectively. Let α and β re-
spectively denote the state transition rates from ON to
OFF and from OFF to ON.

The VS has two states similar to the ON/OFF RS
model. We call the two states of VS, “FAST” and
“SLOW” [Fig. 1(b)]. Tokens are generated at a constant
rate v (in tokens/sec) in FAST state, and at a constant
rate w (in tokens/sec) in SLOW state (v ≥ w). The
state transition occurs by the polling result. When the
polled time slot is empty (i.e., the terminal with polled
connection does not send valid data) and the current
state is FAST, the state changes to SLOW. When the
polled time slot is not empty and the current state is
SLOW, the state changes to FAST.

Now, we consider more complicated rt-VBR such as
the compressed video. There are several traffic models
for the compressed video data. One of them is the ag-
gregate of M identical ON/OFF mini sources [7]. Simi-
larly, we propose the multi-state VS that is multiplexed
with M homogeneous FAST/SLOW mini VS’s depicted
in Fig. 1(c). Note that the basic FAST/SLOW VS cor-
responds to M = 1. Each state represents the number
of mini sources that are in FAST (sub)state. The state
transition occurs by the result of its polling as explained
in FAST/SLOW VS. For example, let us consider the
transition from state k to k + 1. In state k, if there is
a packet sent in response to the token generated by a
mini source in SLOW (sub)state, the mini source enters
the FAST (sub)state and the source-wide state changes
to the state k + 1.

We model the VS’s for CBR, VBR, and ABR, by the
above FAST/SLOW VS with the proper setting of pa-
rameters:
• For CBR, v = w and the values are equal to the

peak cell rate (PCR) of connection.
• For VBR, v is set to PCR/M . The decision of w

depends on QoS requirement. The effect of w will
be discussed in the next section.

• For ABR, w is set to the minimum cell rate (MCR),
and v can increase or decrease by resource manage-
ment (RM) cells that are used for feedback flow
control in ATM networks [4].

At call setup phase, the BS decides VS model and
the values of v, w, and M , based on the traffic charac-
teristics. The appropriate value of M depends highly
on the characteristic of RS. Thus, to deal with M ac-
curately, some extensive considerations on the RS (e.g.,
video traffic) itself are needed. On the other hand, the
feedback flow control of ABR is not the focus of this pa-
per. Thus, to concentrate our attention on the polling
scheme and to simplify the analysis, we hereafter con-
sider only the basic FAST/SLOW VS (M = 1) and the
corresponding ON/OFF RS of CBR and VBR traffics.
Hence, we will set the value of v as

v = λ. (1)

B. Packet Queue of Real Sources and Delay Bound

For real time traffics such as CBR and rt-VBR, pack-
ets delivered with too long delay lose their values. The
delivery of these packets wastes the scarce bandwidth of
wireless network. Thus, any packet held beyond a cer-
tain delay bound, Dmax, is discarded by the terminal.
The discarded packets are considered to be lost.

To implement the packet discard mechanism easily,
we propose the following algorithms.
• Each packet header contains the time stamp of its

arrival time to packet queue.
• Only when the packet is retrieved for polling, its

arrival time is checked. If the time difference be-
tween the arrival time and the current time is more
than Dmax, it is discarded and the next packet in
the queue is retrieved. We call this method “check-
out.”

• When the newly arriving packet finds the queue
full, the oldest packet is discarded and the arriving
packet is queued. We call this method “push-out.”

Now, we assume that
(A1) the duration of ON state is longer than the in-

terarrival time of tokens generated at SLOW state
(1/w) and

(A2) the tokens generated at SLOW state are not
lost.

Note that, with appropriate values of w, (A1) is accept-
able in practical situations. The condition for (A2) will
be discussed in next subsection. Under these assump-
tions, when the packet queue is not empty, the state
of RS is ON and/or the state of VS is FAST. In other
words, when the queue is not empty, the queue is be-
ing filled with packets at rate λ and/or the packets are
being retrieved at rate v. Thus, for a given queue size,
we can bound the cell delay only with push-out. In this
case, to bound the cell delay within Dmax, the packet
queue size, Qp, should be set to as

Qp = bλDmaxc = bvDmaxc. (2)



The second equality comes from (1). From now on, we
implement the packet queue such that the packet queue
size is set as (2) and packets are discarded by push-out.
This implementation method eliminates the terminal’s
overhead of real time processing for check-out and time
stamp.

For non-real time traffics, the packet queue size can
be appropriately large since there is no bound on cell
delay.

C. Clustered Token Queue and Delay Bound

The connections belonging to the same traffic class
and having the same QoS requirements can be grouped
into a cluster. The VS’s belonging to a cluster share one
token queue. Thus, in the description of the proposed
scheme, we assume that one QoS cluster has just one to-
ken queue. Let Ck (in cells/sec) be the supplied capacity
to the cluster k (1 ≤ k ≤ K) where K is the number
of clusters. We use the unit of capacity tokens/sec and
packets/sec interchangeably in this paper. But cells/sec
has different meaning because an ATM cell is composed
of a packet and overhead. Thus we define the ratio, r,
as payload size divided by ATM cell size. Then, the
amount of capacity that is used for packet transmission
(or, equivalently, token retrieval) in Ck is defined as

Ĉk = rCk (3)

and the unit of Ĉk is packets/sec or tokens/sec. The
capacity of (1− r)Ck is used for overhead transmission.

We assume that Nkw ≤ Ĉk where Nk is the number of
VS’s that belong to cluster k. Like the packet queue, the
clustered token queue also uses the push-out to bound
the tokens’ delay. Then, the clustered queue size, Qc, is
given as

Qc = bĈkDmaxc
= brCkDmaxc. (4)

It is noted that although using the clustered token
queue structure, we can not cluster the packet queues
in several terminals and each packet queue size is deter-
mined by (2). Hereafter, the subscript k is used for the
indication of the cluster k.

III. Cell Loss Probability

In the proposed scheme, the most cell loss can occur
in two cases.
• If there is sufficient capacity, token loss cannot oc-

cur. However, even though this is the case, the BS
may poll terminal too slow at SLOW state and,
thus, the packet queue in the RS can be overflowed
during the time period between the RS state tran-
sition from OFF to ON and the VS state transi-
tion from SLOW to FAST. In this situation, packets
may be lost by push-out.

• If the polling rate at SLOW state (w) is fast enough,
there is no packet loss during the time period men-
tioned above. However, although this is the case, if

the supplied capacity is not sufficient, tokens may
be lost by push-out, which result in the packet loss.

We analyze these two effects separately. First, we cal-
culate the cell loss probability (CLP) of the proposed
scheme for a given polling rate under the assumption of
sufficient capacity. Second, we estimate CLP for a given
capacity under the assumption that one token loss in-
curs only one packet loss. Finally, we merge these two
loss probabilities to get the overall CLP for given pa-
rameters. For the sake of convenience, it is assumed
that the communication channel is ideal.

A. Effect of Token Generation Rate on CLP

We assume the sufficient capacity is given to clustered
token queue k so that there is no queueing delay. We
assume in addition:

(A3) The duration of OFF state is longer than Qp/v.
(A4) The packet arrival time and the token genera-

tion time are independent to each other.
Note that Qp/v is the required time to empty (fill) the
packet queue that is full (empty) at FAST state of VS
and OFF state of RS (at SLOW state of VS and ON
state of RS). Assumptions (A3) and (A4) are acceptable
practically.

Let the start of OFF state begin at epoch 0. Then,
the interarrival time of OFF states are independent
and identically distributed nonnegative random vari-
ables. Let Xn (Yn) be the number of packets ar-
rived (lost) between the arrival time of nth OFF state
and (n + 1)th OFF state. Then, {Xn, n = 1, 2, · · ·}
({Yn, n = 1, 2, · · ·}) is a sequence of nonnegative inde-
pendent random variables. Consequently, the time du-
ration of ON/OFF model can be considered as renewal
process.

We calculate CLP with a given polling rate at SLOW
state, Lc(w), that the packets in terminal experience.

If we set the polling rate at SLOW state as

w ≥ v

Qp
, (5)

then from (2) it is noted that the polling interval at
SLOW state is not greater than Dmax, i.e.,

1/w ≤ Dmax. (6)

Thus, the number of waiting packets does not exceed
Qp, i.e., there is no push-out. Therefore, Lc(w) = 0.
We call this operation region the “over-polling” because
w is fast enough for zero CLP.

On the other hand, when w < v/Qp (“under-
polling”), we have CLP as

Lc(w) =
E(Yn)
E(Xn)

= Pr(Yn > 0)
E(Yn | Yn > 0)

E(Xn)
(7)

where the first equality follows the property of renewal
process.



During the duration of Qp/v, the queue can buffer the
arriving packets without loss. Thus, we can get,

Pr(Yn > 0) =
w−1 −Qpv

−1

w−1
. (8)

From (A4) and the fact that packets are generated only
in ON state, we also have

E(Yn | Yn > 0) = v
w−1 −Qpv

−1 + v−1

2

=
v −Qpw + w

2w
, (9)

E(Xn) =
v

α
. (10)

Substituting (8)–(10) to (7), we have

Lc(w) =
α(ŵ −Qp)(ŵ −Qp + 1)

2ŵv
(11)

where ŵ = v/w.
Substituting (2) to (11), we get another form of Lc(w),

Lc(w) =
α(ŵ − bvDmaxc)(ŵ − bvDmaxc+ 1)

2ŵv
. (12)

B. Effect of Limited Capacity on CLP

The analysis in the previous subsection is very accu-
rate when the given capacity is sufficiently large. How-
ever, the analysis cannot be used when the capacity is
not sufficient. In that case, cell loss occurs mainly by the
lack of capacity, irrespective of polling region (i.e., over-
polling or under-polling). To estimate CLP in this situ-
ation, we take another analysis approach that removes
the approximation of “sufficient capacity” although it
gives more rough results than the previous approach.

Note that the system bandwidth is consumed by to-
kens that are generated from VS. Thus, we first estimate
the token loss probability with limited capacity. Then,
we approximate it to CLP based on the assumption that

(A5) one token loss incurs one cell loss.
We can categorize the effect of this assumption as fol-
lows.
• When the state of VS is FAST and the queue is full,

the assumption is appropriate.
• When the state of VS is FAST and the queue is not

full, the token loss incurs no cell loss. The assump-
tion becomes conservative.

• When the packet buffer is not empty, the lost tokens
generated at SLOW state may incur more than one
cell loss. We do not consider this situation accord-
ing to (A2).

• When the packet buffer is empty, the token loss
incurs no cell loss. The assumption becomes con-
servative.

Overall, the assumption (A5) is somewhat conservative.
To get the token loss probability of the clustered token

queue structure, we assume the token flow is like a con-
tinuous flow of fluid. This approximation method is gen-
erally used in the calculation of “equivalent capacity”

[7], [8]. The concept of equivalent capacity is bandwidth
requirement of both individual and multiplexed connec-
tions, based on their statistical characteristics and the
desired QoS. We follow the works in [7] and [9], which
use multiplexed multiple two-state (ON/OFF) fluid-flow
sources. However, since both FAST and SLOW states
in our VS generate tokens, some modifications should
be made.

Let Fi(t,Qc) denote the probability that i VS’s are
in FAST state and the queue occupancy (length) does
not exceed Qc at time t. If we approximate that state
transition rates of VS’s are equal to those of ON/OFF
RS’s, then we can get the following equation

D
d

dQc
F(Qc) =MF(Qc), Qc ≥  (13)

where

D = diag{Nkw − Ck, v + (Nk − 1)w − Ck, . . . , Nkv − Ck},

M =




−Nkβ α
Nkβ −(Nk − 1)β − α

(Nk − 1)β

. . .

β −Nkα


 ,

F(Qc) = [F0(Qc), F1(Qc), . . . , FNk
(Qc)].

Then the distribution of the buffer contents is of the
form

F(Qc) =
Nk∑

i=

aiΦie
ziQc (14)

where the zi and Φi are, respectively, generalized eigen-
values and eigenvectors associated with the solution of
the differential equation (13). The ai’s are coefficients
determined from boundary conditions (see [9] for de-
tails).

Then the survivor function G(Qc) that the token
queue occupancy exceeds Qc is

G(Qc) = 1−
Nk∑

i=0

Fi(Qc). (15)

Even if G(Qc) is the tail of the token queue length distri-
bution, we approximate that the token loss probability
is G(Qc). Thus, from (4) and (A5), CLP with limited
capacity, Lt(Ck), is given as

Lt(Ck) = G(Ck)

= 1−
Nk∑

i=0

Fi(brCkDmaxc). (16)

C. Overall Cell Loss Probability

Finally, we combine the CLP with limited capacity
given by (16) and the previous result of CLP with suf-
ficient capacity (12) to get the overall CLP for given
parameters, L(w,Ck). Note that CLP caused by both
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Fig. 2. Overall cell loss probability for given parameters.

limited capacity and slow token generation rate, i.e.,
CLP caused by lost tokens generated at SLOW state,
is not considered in this paper as discussed in previous
subsection. Thus, L(w, Ck) is the sum of Lc(w) in (12)
and Lt(Ck) in (16), i.e.,

L(w, Ck) = Lc(w) + Lt(Ck) (17)

under the assumption that the other factors are negligi-
ble compared with these two CLP’s.

Fig. 2 shows CLP versus supplied capacity given by
(17). It was assumed that ATM payload size is 47 bytes,
ATM adaptation layer (AAL) overhead is 1 byte, and
ATM cell size is 53 bytes. Thus r is 47/53. The nominal
values of parameters are: v = 170 packets/sec (= 170×
47 × 8 = 64 kbps), α = 1, β = 2/3, Nk = 5, and
Dmax = 23.53 msec. Thus, Qp = 4 by (2). The CLP’s,
calculated by (17), are depicted in solid or dotted lines
and simulation results are also presented.

In over-polling condition (v/w = 2), Lc(w) is zero,
and Lt(Ck) is equal to L(w, Ck). On the other hand,
Lc(w) has nonzero values in under-polling condition
(v/w = 8), and L(w,Ck) has the limiting value of Lc(w)
as the capacity goes to peak rate capacity. As shown in
the figure, the difference between the theoretical and
simulation results is larger when the capacity is not suf-
ficient. This is because that the assumption (A5) is
conservative, as mentioned in previous subsection.

Note that the CLP of under-polling and over-polling
are different and crossed. Thus, we can select the opti-
mal value of w that minimizes the capacity requirement
depending on the CLP requirement.

IV. Conclusions

We have proposed a new adaptive polling scheme
for wireless ATM air-interface. The unified concept of
FAST/SLOW VS was applied to all the ATM traffic
classes. Since the stochastic delay bound is used, the
ATM systems with the proposed scheme exploit the ra-
dio resource very efficiently.

The other merits of the proposed scheme can be found
in its implementation. First, the scheme is very sim-

ple. Second, almost all protocol overhead can be im-
plemented in BS, while the minimum overhead is re-
quired in terminals. This is a remarkable virtue for wire-
less systems, since low production-cost and low power-
consumption for wireless terminals can be achieved.

In the analysis, we have assumed only the basic
ON/OFF RS (and FAST/SLOW VS) and ideal phys-
ical channel to demonstrate the efficiency of the pro-
posed scheme simply. Thus, the further studies related
on this paper can include the analysis of multi-state VS
and the performance evaluation of the proposed scheme
on the erroneous channel. We will undertake some of
these works.
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