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To my wonderful family.

“You cannot connect the dots looking
forward; you can only connect them looking
backwards. So you have to trust that the dots
will somehow connect in your future.”

—Steve Jobs



Preface

We are living in an era where smart and cognitive solutions are becoming a
global platform for the computation and interaction between humans as well as the
machines while performing several critical tasks.

Performability, cognition, and security have been considered as a complementary
package toward realizing the emerging smart cities paradigm. From this perspective,
it is essential to understand the role of these three significant components which
will provide a comprehensive vision for the worldwide smart city project in the near
future.

No doubt that introducing such a new paradigm can come up with potential chal-
lenges in significant levels, especially in terms of the overall system performance,
cognition, and security. It is also essential to consider the emerging intelligent
applications for better lifestyle and more optimized solutions in our daily life.

The objective of this book is to overview existing smart cities applications while
focusing on performability, cognition, and security issues. The main focus is on
the smart design aspects that can help in realizing such paradigm in an efficient
and secured way. The artificial intelligent (AI) techniques as well as new emerging
technologies such as the Internet of Things (IoT) and the Smart-Cloud accompanied
with critical evaluation metrics, constraints, and open research issues are included
for discussion. This conceptual book, which is unique in the field, will assist
researchers and professionals working in the area to better assess the proposed smart
cities paradigms which have already started to appear in our societies.

Hope you enjoy it.

Fadi Al-Turjman
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Chapter 1
An Effective Design for Polar Codes over
Multipath Fading Channels

Jehad M. Hamamreh

1.1 Introduction

Thanks to the rapid advancements and great developments in both computing and
communication technologies, smart cities are becoming not only a reality but also
more popular and spreading day by day. In fact, the deployment of smart, cognitive
cities is expected to be very dominant in many parts of the world in the near future
due to their many advantages and merits represented by making life easier, faster,
simpler, and safer [1–4].

Smart cities are composed of massive amount of smart, intelligent devices that
have sensing, computing, actuating, and communication capabilities, designed in
such a way that reduces human intervention through cognition and automation.
These smart devices, commonly termed as Internet of Things (IoT) devices, are
expected to dominate smart cities infrastructure. Among the many design require-
ments of IoT devices, especially for ultra-reliability and low-latency communication
(URLLC)-based 5G services, low complexity with high reliability communication
comes as a first key priority besides energy efficiency, latency, and security [5]. To
meet this design goal, polar coding is proposed and adopted to be used in future
5G and beyond systems as a strong, attractive, and indispensable channel coding
scheme [6, 7].

Polar codes, recently proposed by Arikan in [8], have driven enormous efforts
by the wireless research community because of their provably capacity-achieving
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property alongside its low complexity. Specifically, polar codes can achieve the
capacity of the binary symmetric channel (BSC), which is equivalent to an additive
white Gaussian noise (AWGN) channel with binary inputs generated by binary
phase shift keying (BPSK) modulator. However, polar codes are not universal, which
means different polar codes are constructed and generated according to the specified
value of signal-to-noise ratio (SNR), defined as the design-SNR. This issue becomes
even more problematic when the channel is fading due to having multipath (which is
the case in most wireless channels) as it requires new ways and methods to construct
new channel-specific polar codes.

In an attempt to make polar codes work in fading channels as it does in BSC,
several works and research studies have been performed. In [9], a hierarchical,
fading channels-tailored polar coding scheme that uses nested coding is presented.
It was shown that the scheme is capacity achieving and it can be extended to fading
channels with multiple, but finite number of states. In [10], polar codes are applied
to wireless channels. A procedure for obtaining the Bhattacharyya parameters asso-
ciated with AWGN and Rayleigh channels is presented. In [11], tracking lower and
upper bounds on Bhattacharyya parameters of the bit subchannels was performed
to construct good polar codes. In [12], the author analyzed polar coding strategies
for the radio frequency (RF) channel with known channel state information (CSI)
at both ends of the link and with known channel distribution information (CDI).
Moreover, the investigation of polar coding for block-fading channel was performed
in [13]. In [14], a polar coding scheme for fading channels was proposed. In
particular, by observing the polarization of different binary symmetric channels over
different fading blocks, each channel use, corresponding to a different polarization,
is modeled as a binary erasure channel such that polar codes could be adopted to
encode over blocks.

In [15], authors analyzed the general form of the extrinsic information transfer
curve of polar codes viewed as multilevel codes with multistage decoding. Based on
this analysis, they proposed a graphical design methodology to construct polar codes
for inter-symbol interference channels. In [16], a simple method for the construction
of polar codes for Rayleigh fading channel was presented. The subchannels induced
by the polarizing transformation are modeled as multipath fading channels, and their
diversity order and noise variance are tracked.

In [17], the polar codes are designed exclusively for block-fading channels.
Specifically, the authors constructed polar codes tailored for block-fading channels
by treating fading as a kind of polarization and then matching it with code
polarization. The obtained codes are demonstrated to deliver considerable gain
compared to conventional polar BICM schemes. In [18], the same authors provided
an alternative design of polar codes for block-fading channels by treating the
combination of modulation, fading, and coding as a single entity. This design is
based on the fact that the bit channels are polarized not only by code, but also
by fading and modulation. This observation enables constructing polar codes by
mapping code polarization with modulation and fading polarization. The obtained
codes adapt to the fluctuation of the channel.
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In [19], the authors studied the problem of polar coding for non-coherent block-
fading channels without considering any instantaneous channel state information.
The scheme proposed by authors achieves the capacity of binary-input block-fading
channels with only channel distribution information. In [20], the authors proposed
a polar coding scheme for orthogonal frequency division multiplexing (OFDM)
systems under multipath frequency selective fading channels. In this scheme [20],
the codeword bits are permuted in such a way that the bits corresponding to the
frozen bits are assigned to subcarriers causing frequent bit errors. This permutation
can be considered as a kind of interleaving that can noticeably improve the
polarization of the channel, thereby enhancing the bit error rate performance.

As seen from the literature, the previous studies on polar codes for fading channel
have mainly focused on constructing new specific polar codes suitable to a particular
fading channel. However, changing the polar codes construction based on the
channel is not desirable in practice, since it would result in a continuous change and
modification in the code construction based on the channel type, which is considered
to be a cumbersome, complex, and inefficient process especially for IoT-based
applications. Unlike the previous works, where new specific codes are constructed
based on the channel, in this work, we propose a generic design solution, which
enables us to use the same polar coding design, adopted in AWGN channel, for
fading channels. The design neither causes any change in the encoder and decoder
sides nor degrades the reliability performance. This is made possible through
canceling the channel fading effect by using special channel-based transformations
along with optimal power allocation,1 so that a net, effective AWGN channel can
be seen at the input of the successive cancelation decoder (SCD), whose simplicity
and low complexity make it attractive to polar codes. In this work, a frequency
selective fading channel is considered, which is the most common observed channel
in broadband wireless systems.

The rest of the paper is organized as follows. System model is described in
Sect. 1.2. The details of the developed design are revealed in Sect. 1.3. Then,
simulation results are discussed in Sect. 1.4. Finally, conclusion and future works
are drawn in Sect. 1.5.

Notations Vectors are denoted by bold-small letters, whereas matrices are denoted
by bold-large letters. I is the N × N identity matrix. The convolution operator is
indicated by (∗). The transpose and conjugate transpose are symbolized by ( · )T

and ( · )H , respectively.

1It should be stated that one obvious, common way to theoretically cancel the channel fading
effect completely is to use channel inversion by means of applying zero forcing method at the
transmitter[21]; however, this way is unfortunately impractical as it causes noise enhancement and
a huge increase in the transmit power where it can go to infinity when the channel is in a deep
fading situation.
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1.2 System Model and Preliminaries

A single-input single-output (SISO) system, in which a transmitter (Tx) commu-
nicates with a receiver (Rx) as shown in Fig. 1.1, is assumed. All received signals
exhibit multipath slowly varying Rayleigh fading channels. The channel reciprocity
property is adopted, where the downlink channel can be estimated from the uplink
one, in a time division duplex (TDD) or hybrid systems (TDD with FDD) using
channel sounding [22]. Thus, the channel is assumed to be known at both the
transmitter and receiver sides [21, 23]. As per Fig. 1.1, a block of data bits denoted
by u is encoded using a binary polar coding scheme constructed at a fixed design-
SNR as depicted in Fig. 1.2, where N is the code length, K is the length of the
message sequence, and J ⊆ N , |J | = K is the set of active indices known as
information bit indices, corresponding to the good channel observations [8, 24].
The remaining N − K indices are called as frozen (inactive) bit indices. Here, N is

Block of
Data Bits

Polar
Encoder

BPSK
Modulator

Power
Allocator

Orthonormal
Transformer

Guard
Period

Multi-Path
Channel +

AWGN

Orthonormal
Detransformer

Guard
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Data Bits
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Decoder (SCD)

Multipath Propagation

τ2

τ0τ1
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Time Dispersion
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Fig. 1.1 Details of the optimal transceiver architecture for polar codes over a multipath frequency
selective channel

Fig. 1.2 Polar encoder
structure with (N,K, J ) =
(8, 5, {2, 4, 6, 7, 8})
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a power of 2 and we define n = log2(N). For a (N,K, J ) polar code, the generator

matrix G is the n-fold Kronecker product of n copies of F =
[

1 0
1 1

]
. Therefore, given

a message vector u of K information bits, a codeword x is generated as follows:

x = u · G = d · F⊗n, (1.1)

where d is a vector of N bits including information bits such that dJ = u, and
dJ c = 0. The bits dJ c are called as frozen bits, and are set to zero.

The codeword x is modulated using BPSK, resulting in a block of real modulated
symbols, represented by

s = [
s0 s1 . . . sN−1

]T ∈ C
[N×1]. (1.2)

In the proposed transmission scheme, each one of the real baseband modulated
symbols si is assigned a specific power value ei based on the quality of the
corresponding experienced channel. For the N data symbols to be transmitted
without interference over a time dispersive channel, we need N carrying orthogonal
basis vectors, which can be taken in the proposed scheme from the column vectors of
transformation matrix V (whose design details will be explained in the next coming
section) given by

V = [
v0 v1 . . . vN−1

] ∈ C
[N×N ]. (1.3)

Hence, V can be seen as the channel-based transformation matrix, which changes
based on the user’s channel. Also, each ith column vector in V can be expressed as

vi = [
v0 v1 . . . vN−1

]T ∈ C
[N×1]. (1.4)

After multiplying each symbol with its corresponding basis vector, we take the sum-
mation (superposition) of all the resulting weighted vectors to get a block of samples
g, referred to as one orthogonal transform division multiplexing (OTDM) symbol
[25, 26]. The power allocation and transformation processes can mathematically be
formulated as

g =
N−1∑
i=0

ei · si · vi ∈ C
[N×1], (1.5)

which can further be simplified into a linear matrix representation form as follows:

g = VE−1s ∈ C
[N×1], (1.6)

where E = diag
[
e0 e1 . . . eN−1

]
is a diagonal matrix, whose values represent the

amount of power that is caused by each channel realization after transformation.
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Moreover, to avoid the interference between consecutive adjacent blocks, known as
inter block interference (IBI), zero-suffix padding, as a guard period interval with
length equals to the length of the channel delay spread L, is appended to the end
of each block. Zero-padding in our design can be understood as an off-transmission
period, as is the case in ZP-OFDM. This results in saving power resources compared
to CP-OFDM, since no energy is sent in the guard period. Additionally, extra
unnecessary extension in guard period is avoided since the guard period length is
set to be equal to the channel spread. After that, the OTDM symbol is sent through
L-path slowly varying frequency selective fading channel with impulse response
given as

h = [
h0 h1 . . . hL−1

]T
, (1.7)

whose elements hi are drawn from a complex Gaussian distribution function with
zero mean and unity variance. The baseband received signal at the receiver can be
given as

y = h ∗ g + z (1.8)

yi =
L−1∑
l=0

hlg(i−l) + z(i), (1.9)

where y = [
y0 y1 . . . yN+L−1

]T
is the received block of one OTDM symbol and

z ∈ C[(N+L−1)×1] is the zero-mean real additive white Gaussian noise (AWGN).
The previous convolution form can also be equivalently written in a linear algebraic
matrix form, as

y = Hg + z = HVE−1s + z, (1.10)

where H ∈ C
[(N+L−1)×N ] is the Toeplitz matrix form of the fading channel

realizations between the transmitter and the receiver, given by

H =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

h0 0 0 . . . 0
h1 h0 0 . . . 0
h2 h1 h0 . . . 0
. . h1 . . . 0
. . . . . . .

hL−1 hL−2 . . . . .

0 hL−1 hL−2 . . . .

0 0 hL−1 . . . .

. . .
. . .

. . . . . . .

0 0 0 . . . hL−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1.11)
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At the receiver, a channel-based transformation is performed on y, using a
transformation matrix denoted by U that consists of multiple orthogonal basis
vectors, which are optimally extracted from the channel to diagonalize the channel
response. This process is then followed by successive cancelation decoding [8, 24]
in the transform domain to decode the received data bits successfully. The process
of extracting and using the matrix U will be discussed in the coming section.

1.3 Proposed Transceiver Design

The main goal of the proposed design is to compensate the effect of multipath
frequency selective channel on the performance of polar codes, so that the required
soft output symbols at the input of the successive cancelation decoder can be
obtained without changing the polar code construction. This results in canceling
the effect of fading and spreading caused by the multipath channel, leading to a
very good performance (close to that of AWGN channel).

The main design steps are explained as follows:

• Assuming that H is available at both communication sides (transmitter and
receiver) by means of channel sounding before the communication starts, and
since the channel impulse response can be modeled as a Toeplitz matrix for
block-based transmission, then both the transmitter and receiver can decompose
H by applying any of the common decomposition methods (such as singular
value decomposition (SVD), uniform channel decomposition (UCD), and geo-
metric mean decomposition (GMD), etc.). For familiarity and simplicity, we
choose SVD as the underlying method, thus H can equivalently be expressed
as follows:

H = UEVH . (1.12)

• The transmitter takes the inverse of the diagonal matrix E, whose elements
(singular values) represent the power spectrum of the parallel decomposed
subchannels, and then uses it as a block-based power allocator (channel gain
inverter or pre-equalizer).

• Before allocating the power to the modulated symbols, the transmitter classifies
the N number of channel realizations into two group categories:

(1) Invertible group, which can be used for symbol transmission as it corre-
sponds to fading channel realizations that can be compensated by optimal
power allocation without causing any increase in the transmit power (i.e.,
the average total transmit power remains unity).

(2) Non-invertible group, which cannot be used for symbol transmission as it
requires a huge amount of transmit power to compensate for the effect of
deep fading channel realizations. The determination of which elements are
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invertible and which are not is done by the transmitter via calculating the
sum of the diagonal elements of matrix E as follows:

P =
N−1∑
i=0

ei = e0 + e1 + e2 + . . . + eN−1. (1.13)

Based on the value of P , the transmitter decides to select the first �P �
number of the channel realizations after transformation as carriers used for
symbol transmission, whereas the remaining ones (N −�P �) are suppressed
(deactivated) and not used for symbol transmission. It should be noticed
that this selection mechanism can result in a slight degradation in the
effective throughput of the system due to the fact that the bad channel
realizations, which are responsible for degrading the reliability performance
of the system, are not used for data transmission, but rather suppressed and
excluded from being used for symbol transmission.

• The transmitter and receiver take the hermitian (conjugate transpose) of the right
and left matrices, resulting from applying SVD decomposition on H, i.e., VH

and U, to get V and UH , respectively. Then, use the matrices as transformer and
de-transformer at the transmitter and receiver sides, respectively, to diagonalize
the channel response and make it resilient to inter-symbol interference.

It should be noted that the transform domain (analogous to the frequency
domain) is obtained due to using V as an inverse fast Fourier transform (IFFT) at
the transmitter and UH as a fast Fourier transform (FFT) at the receiver. Without
loss of generality, we first use the columns of V as orthogonal waveforms to
carry the data symbols. The process of allocating channel gain-based power and
assigning data symbols to waveforms and then summing them all can easily be
expressed in a matrix form as in (1.6). When g passes through the channel and
reaches the receiver side, the received OTDM block becomes as follows:

y = HVE−1s + z ∈ C
(N+L−1)×1. (1.14)

As seen from the previous equation, since H can equivalently be written in
terms of its SVD decomposition, then the pre-transformation matrix V used at
the transmitter cancels the effect of the right part VH of the channel since their
multiplication results in an identity matrix (I). Thus, the net received signal can
be reformulated as

y = Us + z ∈ C
(N+L−1)×1. (1.15)

• To remove the effect of the time dispersion brought by the channel spread caused
by the left part of the channel U ∈ C

(N+L−1)×N , the receiver needs to multiply
the received signal by UH as follows:

UH y = s + UH z = s + ẑ ∈ C
N×1. (1.16)



1 An Effective Design for Polar Codes over Multipath Fading Channels 9

where ẑ = UH z, and because of the unitary nature of matrix UH , ẑ has the same
statistics as z.

It should also be noted that the vectors of U span not only the whole transmitted
block time but also the following time reserved for zero-padding. Thus, U takes
into account the spreading caused by the channel. The column vectors of U not
only separate efficiently the transmitted symbols, leading to no interference between
them, but also provide the best compromise between the useful energy and the noise
collected in the zero-padding interval, leading to a maximum SNR increase for each
transmitted block.

After multiplying by UH , the leakage energy of the signal due to channel
spreading will be collected from the guard band optimally with minimal noise,
thanks to the adaptive orthogonal waveforms, whose length at the receiver is
equal to the received block length. Specifically, UH maps the received block y
from C

(N+L−1)×1 to C
(N)×1, resulting in accumulating the leaked energy and

automatically removing the inserted guard period (ZP). Now, since the multipath
channel is virtually converted to an equivalent AWGN channel as a result of
applying the proposed signal processing scheme, a simple polar code decoder such
as SCD can now be applied directly on the estimated block (UH y).

It should be emphasized that since the transmitter performs channel gain
inversion, the receiver no longer requires to perform equalization by E, which
otherwise would cause significant noise enhancement, data distribution changes,
etc. and thus limit the achievable performance.

Moreover, the proposed design provides not only reliability close to that of
AWGN channel without changing the simple polar coding structure, but also
physical layer security for providing confidentiality against eavesdropping [23, 27–
30] as an additional super advantage. Wireless physical security is delivered by the
proposed scheme because of the fact that the transmitted data blocks are designed
based on the channel of the legitimate receiver, which is naturally different than that
of an eavesdropper’s one, who is normally located several wavelength away from
the legitimate receiver, and thus experiencing a different channel.

1.4 Simulation Results

We consider a block-based polar coding scheme with length N = {64, 128, 256}
and code rate R = 0.5. The polar codes are constructed at a fixed design-SNR equals
to zero using Arikan’s Bhattacharyya bounds [8] that is also explained in detail in
[24]. BPSK modulation is then used, followed by optimal power allocation and
orthonormal transformation as explained before in the previous section, and finally
a guard period of length L is appended to the transmitted block. At the receiver,
a de-transformation process is performed, followed directly by a simple and low
complexity decoder, named as SCD [8, 24].
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Fig. 1.3 BER performance of the proposed design over multipath channel

In the simulator, the channel is modeled as an independent and identically
distributed (i.i.d.) block-fading, where channel coefficients are drawn from an i.i.d.
Rayleigh fading distribution, at the beginning of each block transmission, and
remain constant within one block, but change independently from one to another.
The Rayleigh multipath fading channel has nine taps L = 9 with an exponential
power delay profile given by

ppdp = [0.8407, 0, 0, 0.1332, 0, 0.0168, 0.0067, 0, 0.0027] mW, (1.17)

where the distribution of the amplitude of each non-zero tap is assumed to be
Rayleigh as commonly used in the literature.

Figure 1.3 presents the bit error rate (BER) performance versus Eb/N0 (where
Eb is the bit energy and N0 is the power spectral density of the noise) of polar codes
using the proposed transceiver architecture. On the other hand, Fig. 1.4 presents
the frame error rate (FER) performance versus Eb/N0 of the proposed design at
different block lengths.

It is shown from the both figures that the achieved performance over a multipath
fading channel is almost as same as that obtained over an AWGN channel[24].
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Fig. 1.4 BER performance of the proposed design over multipath channel

The gain is attained as a result of canceling the dispersion and fading effects of
the channel by performing proper transformation and optimal power allocation
alongside channel selection according to the channel behavior in such a way that
the total response of the system is diagonalized and becomes similar to that of
an AWGN channel. This means that the inter-symbol interference between data
symbols si within one transmission block is totally removed.

Moreover, the way the interference leakage in the guard period is collected in
the presence of noise, using UH , is optimal. Additionally, it is clear from the BER
performance that as the block length increases, the performance gets improved,
which is exactly similar to what happens in the case of an AWGN channel [24].

It should be stated that the achieved desirable reliability performance (in terms
of BER/FER) of the proposed scheme that makes polar codes designed for AWGN
[24] work over multipath fading dispersive channels with the same reliability as that
of AWGN comes at a cost. This cost is related to a slight random degradation (loss)
in the maximum data rate that can be transmitted over the multipath channel as
explained in the aforementioned section. Therefore, it would be insightful to further
understand and quantify the amount of data rate performance loss incurred by the
proposed practical design. To clearly show and visualize this loss, we conduct a
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simulation experiment by which we generate 10,000 random multipath channel
realizations whose power delay profile values are given as in (1.17). For each
channel realization, whose length N is assumed to be equal to 128 samples, we
decompose the Toeplitz matrix form of the multipath channel using SVD method
to obtain the diagonal matrix E as explained in the aforementioned section. Once
we have E, we can then calculate P , which is the sum of the diagonal elements of
E. Since for each iteration we have one value for P , then we would have 10,000
values for P given the number of realizations we have which are 10,000 as well.
For the obtained 10,000 values of P , we plot the probability density function (PDF)
and cumulative distribution function (CDF) of P as shown in Figs. 1.5 and 1.6,
respectively. It can be noticed from the figures that the PDF and CDF curves of the
experimental values of P fit to Nakagami distribution. Also, it is shown that the
whole distribution region can be divided into two regions: (1) data rate lossless
region, whose sum power is greater than the number of channel samples (i.e.,
P > N ); and (2) data rate lossy region, whose sum power is less than the number
of channel samples (i.e., P < N).

Accordingly, in the first region, we have fully invertible subchannels, whereas in
the second region, we have partially invertible subchannels. Therefore, we would
have a certain data rate loss in the lossy region as the value of P is less than N and
thus we cannot send data over all subchannels.

Furthermore, from Fig. 1.6, we can observe that the probability of being in the
lossy region is around 75%, which is quite huge percentage, resulting in the need to
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activate a certain number of subchannels according to the value of P . The number
of deactivated subchannels (NDC) can be calculated as NDC = N − �P �, which
increases as we move towards the left of the CDF curve, but with lower probability.
This would result in limiting the amount of maximum data rate at which we can
have a performance equal to that of an AWGN channel without changing the polar
code design whatsoever. However, it should be pointed out that the deactivated
subchannels can be utilized to do some other useful functionalities such as reducing
interference, peak to average power ratio, and providing further physical layer
secrecy [22].

1.5 Conclusion

In this work, we have proposed a novel solution that enables using the same
polar coding design, used in AWGN channel, for multipath frequency selective
fading channels without causing any change in the encoder and decoder sides
while maintaining the same reliability performance. This has been made possible
by canceling the channel fading effect by using a pre-transformation with optimal
power allocation at the transmitter and a post-transformation at the receiver, so
that a net AWGN channel could be seen at the input of the successive cancelation
decoder. Future work will include the extension of the proposed design to other
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practical modulations such as M-QAM and M-PSK. Moreover, to limit the level of
the transmit power and make the scheme compatible with practical power amplifiers,
new methods are required to be designed. These future methods will be dedicated
to utilizing the symbol subcarriers corresponding to low subchannel gains (i.e., the
ones which are deactivated and not used for data transmission) for useful purposes
and functionalities such as shaping the spectrum or reducing the peak to average
power ratio (PAPR) of the transmit waveform.
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Chapter 2
LearningCity: Knowledge Generation
for Smart Cities

Dimitrios Amaxilatis, Georgios Mylonas, Evangelos Theodoridis, Luis Diez,
and Katerina Deligiannidou

2.1 Introduction

Smart cities have slowly been turning from a vision of the future to a tangible item,
through the efforts of numerous research projects, technological start-ups, and enter-
prises, combined with the recent advancements in informatics and communications.
It is currently a very active field research-wise, with a lot of works dedicated to
developing prototype applications and integrating existing systems, in order to make
this move from a vision to reality.

While there is still a wealth of ongoing activity in the field, in terms of technolo-
gies competing as candidates for mainstream adoption, at least we have a number
of applications slowly emerging and taking shape inside smart city instances. For
example, much buzz surrounds the smart city IoT testbed and experimentation
concept, like in the case of SmartSantander [30]. Another example is the utilization
of open data portals in smart cities, like CKAN [14], an open source solution
provided by a worldwide community, and Socrata [32], an enterprise solution
backed by an IT company. Additionally, protocols like MQTT and communication
technologies like LoRa or NB-IoT are used in recent smart city research projects
to provide real-time communication with the deployed infrastructure, and progress
towards becoming Internet standards.

However, essential answers are to be found revolving around a central question:
What do we do with all of these data collected, and how do we make sense out
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of them by extracting knowledge, i.e., something actually useful, going beyond a
technology demonstrator? Related to the previous question, we also need to find a
way to provide usefulness to citizens, involving them in the smart city lifecycle, and
engaging them in the city shaping. By creating more “useful” information out of raw
sensors, or other kind of data representing observations of the urban environment,
better ways to discover data streams and easy ways to utilize the information will
create significant acceleration in the smart city ecosystems. For example, certain
events generate data reported by the city sensing infrastructure, but are, more often
than not, missing an appropriate description. Consider the case of a traffic jam inside
the city center. It generates sensed values in terms of vehicles speed, noise, and gas
concentration. In addition, in most cases, multiple devices or services, while missing
useful correlations in the data streams, report such values.

We believe that adding data annotations to smart city data, through machine-
learning or crowdsourcing mechanisms, can help in revealing a huge hidden
potential in smart cities. In this sense, one key aspect is how to traverse through this
sea of smart city data in order to decide where and what to look for before adding
such annotations. In addition, we also have to analyze correlations from findings
after having processed this data, in order to uncover the hidden information inside
them.

In this work, we discuss the design and implementation of JAMAiCA (Jubatus
Api MAChine Annotation), a system for aiding smart city data annotation through
classification and anomaly detection. On the one hand, it aims to simplify the
creation of more automated forms of knowledge from data streams, while on the
other hand it serves as a substrate for crowdsourcing data annotations via a large
community of contributors that participate in the knowledge creation process. We
strongly believe that communities like data scientists, decision makers, and citizens
should get involved in deployments of future Internet systems, for them to be
practical and useful.

In order to validate our approach, in this work we include a number of illustrative
use cases for which we provide some evaluation results. These use cases utilize a
combination of data sources that provide insights to the actual conditions in the
center of the city of Santander, like parking spots, traffic intensity, and weather
sensors, along with the load in wireless telecommunication networks. Based on our
preliminary analysis, our findings show some interesting correlations between the
aforementioned datasets that could be of interest to city planners, local authorities,
and citizen groups.

Moreover, the system present here was designed, implemented, employed, and
evaluated inside the context of OrganiCity1 ecosystem. OrganiCity, as a smart city
technology ecosystem, aims to engage people in the development of future smart
cities, bringing together three European cities: Aarhus (Denmark), London (UK),
and Santander (Spain). Co-creation with citizens is its fundamental principle, i.e.,
defining novel scenarios for more people-centric applications inside smart cities,

1Co-creating digital solutions to city challenges, https://organicity.eu/.

https://organicity.eu/
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Fig. 2.1 A high-level view of OrganiCity as a smart city platform. The platform offers
a Federation API through which 3 European cities (Santander, Aarhus, and London) with
smart city infrastructure are “federated.” This federation enables experimenters who utilize
the experimentation-as-a-service API of the platform to see these 3 cities through a single
interface. Additional options are available through smartphone experimentation and additional
cities’ federation with the platform

exploiting the IoT technologies, heterogeneous data sources, and using enablers for
urban service creation and IoT technologies. Figure 2.1 provides an overview of
OrganiCity. In short, the project aims to provide an experimentation-as-a-service
(EaaS) platform [8], i.e., it is designed to make data streams from diverse sources
inside a smart city available to various “consumers,” like IoT experimenters, SMEs,
municipalities, etc. At the same time, it aims to enable the participatory engagement
of communities in co-creating urban knowledge. This is done by means of end-
user applications that provide meaningful representations of the produced smart city
data, and “tools” that will allow these end users to make their own contributions.

Regarding the structure of this work, we first report on previous related work,
and continue with a discussion on challenges associated with knowledge creation in
smart cities. We then present a small set of use cases to highlight how our system
relates to this vision. We continue with a presentation of our design and system
architecture, complemented with a description of our current implementation and
some preliminary results we have produced so far. Finally, we summarize the main
contributions brought about by the JAMAiCA system, and highlight some aspects
that will be tackled by exploiting the annotation system (Table 2.1).
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Table 2.1 List of
abbreviations used in the text

IoT Internet of Things

API Application Programming Interface

CKAN Comprehensive Knowledge Archive Network

MQTT Message Queuing Telemetry Transport

LoRa Long Range

NB-IoT Narrowband IoT

JAMAiCA Jubatus Api MAChine Annotation

EaaS Experimentation-as-a-Service

DL Deep Learning

NGSI Next Generation Service Interface

UDO Urban Data Observatory

2.2 Previous Work

Although there have been a number of recent studies and applications aiming to
combine human and machine intelligence, research in this field is still at its infancy
stage. In [18], authors present a vision on the potential of combining patterns of
human and machine intelligence, identifying three possible patterns: sequential,
parallel, and interactive. Moreover, in [9] authors present a crowd-programming
platform that integrates machine and human based computations. Their system
integrates mechanisms for challenging tasks like human task scheduling, quality
control, latency due to human behavior, etc.

A key element in most of the approaches is the use of a taxonomy or ontology,
which are ubiquitous in organizing information. They represent formal structures to
represent entities, to organize entities to categories, to express their relations, and
to map data objects to abstract concepts expressing meanings, entities, events, etc.
Most of the modern social networking applications and online collaborative tools
are heavily relying on an underlying taxonomy. Building and curating a taxonomy
is a challenging task that requires deep knowledge of a specific domain and the
corresponding data characteristics, usually performed by a small group of experts of
the application domain. In contrast to proprietary domains, folksonomies are quite
popular in online applications and they are organically created by their users. Such
taxonomies usually have weaknesses like double entries, misclassified tags, entries
with typos or ambiguities in the classes, and so on.

In [12], the authors propose a workflow that creates a taxonomy from collective
efforts of crowd workers. In particular, the taxonomization task breaks down into
manageable units of work and an algorithm coordinates the work that involves
mapping to categories, identifying the best mappings and judge the relevance of the
associated categories. Although there exist taxonomies and tagging of objects with
keywords of the taxonomy, the problem is that there is no common agreement about
the semantics of a tagging, and thus every system uses a different representation.
In [22], an effort for the development of a common tagging ontology with semantic
web technologies is described.
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Designing and developing smart cities is a concept that has drawn tremendous
attention from the public and the private sector. Each one of the scientific disciplines
like urban engineering, computer science, sociology, and economics provides
unique perspectives on making cities more efficient. In most of these cases,
multidisciplinary approaches are required to tackle complex problems. Projects
employing machine and crowdsourced learning techniques started to take shape the
last years.

SONYC [10] is an example of a project with a very well-defined use case,
employing machine-learning algorithms to classify acoustic readings into various
types of noise encountered inside an urban environment. It is a very interesting
approach, with similarities to our vision of providing a generic substrate to simplify
the process of knowledge extraction and data annotation contributions. Moreover,
learning from the crowds by using the crowdsourced labels in supervised learning
tasks in a reliable and meaningful way is investigated in [29, 38].

A large number of projects are trying to leverage modern information and
communication technologies, like IoT/future Internet and the semantic web, in
order to build novel smart city services and applications. An example is the
SmartSantander project [30], which has developed one of the largest future Internet
infrastructures globally, located at the center of the city of Santander in Spain.
A well-established citywide IoT experimentation platform moved testbeds from
labs to the real world and offers experimentation functionality, both with static
and mobile deployed IoT devices, together with smartphones of volunteers inside
the urban areas. van Kranenburg et al. [36] discuss the SOCIOTAL EU project,
which attempted to tackle co-creation aspects inside smart cities. Another example
is CitySDK [13] that tries to harmonize APIs across cities and provide guidelines
about how information should be modeled, propose ways to exchange data, and how
services and applications should be designed and developed. The project benefits
from semantic web technologies, and focuses on application domains like citizen
participation, mobility, and tourism.

CityPulse [27] introduces a framework for real-time semantic annotation of
streaming IoT and social media data to support dynamic integration into the Web.
The framework employs a knowledge-based approach for the representation of the
data streams. It also introduces a lightweight semantic model to represent IoT data
streams, built on top of well-known models, such as TimeLine Ontology, PROV-
O, SSN, and Event Ontology. In terms of creating high-level concepts from the
large amount of data produced, another similar approach has been carried out
in [17]. The latter approach introduces a methodology to automatically create a
semantic ontology, without requiring preliminary training data, using an extended
k-means clustering method and applying a statistical model to extract and link
relevant concepts from the raw sensor data. In [11] the authors propose principles
for semantic modeling of city data, while in [28] the authors propose a technique
to extract hidden structures and relations between multiple IoT data streams. The
method employs latent Dirichlet allocation (LDA) on top of meaningful abstractions
that describe the numerical data in human understandable terms.
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In [19] the authors present a IoT deployment enhanced with a machine learning
and semantic reasoning layers on top. Moreover, in [25] they explore by surveying
the application of deep learning (DL) techniques on IoT and smart city streams
and try to surface challenges, limitations, and opportunities. Aggarwal et al. [2]
discuss the IoT field from a data-centric perspective. PortoLivingLab [31] is a smart
city deployment project supporting multi-source sensing from IoT deployments
and crowdsourcing in order to achieve city-scale sensing focusing on weather,
environment, public transport, and people flows. Finally, they present a set of use
cases that provide key insights into the status of city of Porto, Portugal. In [24],
the authors discuss smart mobility scenarios that are representative for big cities,
especially in China.

Regarding the infrastructure described and used for our evaluation, [30] introduce
aspects of the utilized infrastructure, while [33] discuss issues and lessons from the
deployment and operation of such a large IoT smart city infrastructure. In practice,
through our evaluation we have detected issues in the operation and continuity of
data, which as mentioned in [33] are aspects which could be serviced by systems
like the one discussed here. The use case of parking inside the city is presented in
detail in [23]. The issue of overall data quality in IoT is discussed in [21].

Regarding other recent work in IoT and smart cities from a security and reliability
perspective, in [3] an agile framework regarding authentication, confidentiality,
and integrity is discussed, while [4] propose a context-sensitive seamless identity
provisioning (CSIP) framework for the IoT in the healthcare domain. Al-Turjman et
al. [5] discusses the unreliable nature of communication networks used in real-world
IoT platforms. Alabady and Al-Turjman [6] and Alabady et al. [7] present aspects
related to security and reliability of communication in the IoT domain.

The work presented in this article acts as both an end-user tool and a service for
other applications to extend the data annotation functionality of a wider smart city
ecosystem. Currently it has been employed and tested in the OrganiCity smart city
technology infrastructure, especially data stream discovery services like Urban Data
Observatory (UDO).2 An earlier version of the work discussed here was presented in
[15], while a detailed discussion of some of the findings regarding experimentation
in OrganiCity is included in [8]. In the latter work, we provided a detailed discussion
on the design and implementation, along with additional related results.

2.3 Data Annotation in Smart Cities: Challenges

In this section, we briefly discuss a set of key challenges regarding data annotation
in smart cities. We can partition them in two fundamental objectives:

• enable a more engaging and secure experience for citizens/contributors, and
• produce a more meaningful results/observations from the system side.

2https://docs.organicity.eu/UrbanDataObservatory/.

https://docs.organicity.eu/UrbanDataObservatory/
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Privacy and overall security issues are a central challenge in the context discussed
here. Consider the case of a volunteer taking noise level measurements along
his daily commute, or being tasked to add annotation contributions by a smart
city system based on proximity to certain events. Even in such simple scenarios,
anonymization techniques should be used to ensure that neither personal data nor
interactions are revealed.

Another important issue is the correlation of different types of smart city data that
can potentially point to the same event, in other words, how to facilitate knowledge
extraction through such data. We currently have data produced by IoT infrastructure
installed inside city centers. However, there is relatively small research focus on
discovering relations between these data. For instance, we may analyze if noise
level readings are related to a live concert event, or can be attributed to another
event produced by a specific situation (e.g., traffic jam) taking place somewhere
inside the city.

Moreover, there is the issue regarding the nature of data available in smart city
data repositories, being data inserted by humans or IoT infrastructures. Both sources
can be unreliable, or even malicious. With respect to sensing infrastructure, we
also have the issue of the hardware malfunctions, as well as spatiotemporal effects
on the data produced. In most cases, the hardware utilized aims for large-scale
deployments, thus being not so accurate or having calibration issues. Additionally,
environmental conditions, e.g., excessive temperature or humidity, may have an
effect on the sensitivity of the sensing parts. In this regard, one key aspect is how
to produce data annotation based on such an infrastructure, which can function with
a varying degree of credibility during a single day. Reputation mechanisms are an
example of measures that can aid in this direction, either human or machine-based,
in order to filter out less reliable data sources.

The issue of end-user engagement with respect to data annotation and knowledge
extraction is, in our opinion, another major challenge. We also think that user
contribution is twofold: end users can contribute to a smart city system by adding
data annotations, but also contribute data through incentivization or gamification.
Although most current crowdsourcing platforms utilize a desktop or web interface,
the crowdsourcing of data annotations does not have to be limited to that. It can
be also performed through smartphones and be incorporated to the user’s everyday
life. The interaction of end users through such a tool could help in relating in a more
personal way and maintaining the interest in participating. Moreover, annotation of
events or sensed results could be more interactive and focus at users, or even user
groups, near the actual space of the event in question.

Smart city facilities usually integrate a large number of data sources of various
types sharing observations for environment, air quality, traffic, transport, social
events, and so on. These data sources might be static (they are not streaming data
and have a fixed value until they are updated by an offline process) or might be
dynamic (streaming data constantly). Building a taxonomy on this multi-thematic
environment is not straightforward, since some tags subcategories might be shared
between different types of data sources, while others might be orthogonal. In
addition, as the dynamic data sources have a temporal dimension, annotations might



24 D. Amaxilatis et al.

characterize the overall behavior, and observations, of data sources or observations
falling into a specific time interval. Furthermore, as data sources might be mobile
(e.g., an IoT device on a bus or a smartphone) an annotation might characterize
a specific location inside the city within a specific time interval. Embedding these
spatiotemporal characteristics in the taxonomy introduces new requirements and
extensions to traditional methods. Standardization bodies, like W3 Web annotation
data model and protocols, do not cover sufficiently these requirements.

Finally, implementing machine-learning algorithms suited to smart city data and
real-time processing is another major challenge. Handling citywide data introduces
additional complexity, especially when considering relations between different data
types and sensing devices. Current mobile devices have enough processing power to
handle a broad set of use cases, especially when dealing with data from integrated
sensors (e.g., [34] uses on-device processing to classify urban noise sources). This
could also be utilized as a means to enhance privacy, since processing would be
performed locally, without requiring sensitive data to be uploaded to the cloud.

2.3.1 Use Cases

We now proceed with a set of characteristic use cases, aiming to highlight our vision
of the annotations system, and to provide insights to tackle the aforementioned
challenges.

• IoT sensors to create better running and biking routes: This use case utilizes
mobile and smartphone/smartwatch sensors to monitor environmental param-
eters so as to infer better routes for running and biking in terms of healthy
environmental conditions. Parameters that could be sensed include air quality,
noise pollution, pollen concentration, condition of roads, etc. Machine-learning
techniques could be used to identify anomalies in the sensed data, such as
high pollutant or particle concentrations, or locations with high noise levels.
Alerts regarding such events could be sent by the system to participating end
users to quantify or validate such data through annotations. Another use of data
annotation contributions could relate to the sentiments of participants for their
surroundings.

• The soundtrack of the city: The concept is to create the aural and noise level
maps of cities. This includes the use of the microphones of smartphones to
record noise or distinctive sounds of the urban landscape. Participants could
use data annotations to pinpoint street musicians, sounds from birds or other
animals and their location, or sounds from public spaces like train, bus stations,
or city halls, etc. Machine-learning techniques could be used to generate general
classifications that could subsequently be made more specific by end users
providing additional data annotations. Users could also add descriptions and their
sentiments towards places and sounds.
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• Smart city event correlations: A diverse smart city IoT infrastructure could
“record” the same event from different aspects; a traffic jam could take place
at a certain point in time (traffic data) while creating certain side effects, such
as noise from car horns or engines (noise data), unusual levels of pollution (air
quality data), etc. Since this kind of data is being fed to the system with similar
spatiotemporal characteristics, such anomalies can be detected and correlated on
a first level and then be validated by end users to define additional correlations.

2.4 Architecture

As outlined previously, OrganiCity federates existing smart city infrastructures,
integrating urban data sets and services. Federated resources are exposed, in this
context, through a unified experimentation service and a central context broker[16].
Based on this existing architecture, our data annotation service, JAMAiCA, is
designed to operate over the updates provided by the context broker, in order to
provide additional knowledge, increasing their value and usefulness. JAMAiCA is
capable of consuming, processing, and annotating individual data points to produce
temporal annotations or nearby measurements to generate spatial annotations.

Figure 2.2 presents the integration of the JAMAiCA service with the OrganiCity
infrastructure. It also presents the two main software components and the other
building blocks employed in order to generate and store the annotations for the IoT
data received.

Data to
Store/Process

OrganiCity Context Broker

JAMAiCA
Server

Jobs 
Database

Knowledge
Warehouse

Application Developer

Job Setup
Training Data Input
Knowledge Retrieval

ML Job�
Executors

Fig. 2.2 Integration of the JAMAiCA service with the OrganiCity infrastructure. Interested
application developers can utilize the datasets available from OrganiCity, by using the interfaces
of the system to setup, configure, and monitor the execution of machine-learning jobs
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The core module, the JAMAiCA server, offers both an API and a web interface
for users to setup, configure, and monitor their machine-learning jobs. The con-
figuration of each job is stored in the Jobs Database module. Once a job is setup,
the JAMAiCA server subscribes for data updates to the context broker and sets up a
proper executor for the machine-learning job. Each ML executor is configured based
on the job configuration and fed with the training data provided by the user. When
a new sensor measurement is received it is passed to the respective executor to be
analyzed.

The Knowledge Warehouse is responsible for maintaining a directory of all
possible annotations in the form of tags. Tags are simple indicators of the annotated
parameter, similar to the way tagging is performed in photos in social networks, or
the use of hashtags in social status updates. Tag domains are created as collections
of tags (e.g., high, normal, and low) with a similar contextual meaning. Tag
domains can be generic as those mentioned before or more application specific
(e.g., the tag “contains a traffic light” for images). Users of the system
can either select one of the tag domains already available or create their own
specifically for their application. The outcomes of the analysis from the machine-
learning executors are also stored in the Knowledge Warehouse with additional
notes that can be numeric or text values. These notes can be user comments or a
value that describes the abnormality of an observation, or a confidence indicator for
the classification.

The JAMAiCA server is capable of performing both anomaly detection and
classification jobs over the data streams formed by the updates from the context
broker. In both cases, after the annotation jobs are added to the system, the initial
training data are submitted and the back-end is trained. Annotation begins and for
each data point examined the results are stored to the Knowledge Warehouse.
Regarding the machine-learning executors themselves, the system is agnostic of
the actual machine-learning frameworks, as it is capable of using multiple external
services for the job. This gives us the flexibility to experiment with various machine-
learning frameworks and expandability to easily provide extra functionality in the
future. In our case, we evaluated during the development of the tool two distinct
solutions: Jubatus and JavaML. More information on the operation of JAMAiCA is
provided in the following section.

2.5 Implementation

In this section, we discuss the technologies used for the implementation of the
JAMAiCA Server and Knowledge Warehouse, together with details regarding
data communication and the available end-user interfaces. Regarding the implemen-
tation of the system, it is openly available on GitHub3 via OrganiCity’s repository,
along with user guides and examples.

3https://github.com/OrganicityEu/JAMAiCA.

https://github.com/OrganicityEu/JAMAiCA
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2.5.1 Communication and Frameworks Used

Regarding communication, the provision of data to our system is done either directly
or through an NGSI context broker [26]. Additional options like ActiveMQ or
MQTT message queues can be implemented and then be added to the system. For
our main use case, JAMAiCA uses a context query, provided during the creation
of the machine-learning job, to register for updates on the main OrganiCity context
broker. This query acts as a set of selection parameters for the devices and sensors
the job is interested in. In OrganiCity, the FIWARE Orion context broker is used.
After a subscription is established, the context broker uses POST HTTP requests to
notify our system of the newly received data following the NGSI specification. We
also offer users the option to manually send data to our system via a similar HTTP
POST request to a per job auto-generated endpoint. The format of the HTTP body
needs to be formatted according to NGSI specification for the sake of simplicity.

Both the JAMAiCA server and Knowledge Warehouse are implemented using
Java and the Spring Boot framework [35]. Spring Boot is Spring’s convention-
over-configuration solution for creating stand-alone, production-grade Spring-based
applications, as it simplifies the bootstrapping and development stages. It eases the
process of exposing components, such as REST services, independently and offers
useful tools for running in production, database initialization, and environment
specific configuration files and collecting metrics.

In our case, we implemented both interfaces as RESTful web services. The API
of the JAMAiCA server offers methods for handling primary HTTP requests (post,
get, put, and delete) that correspond to CRUD (create, read, update, and delete)
operations on the jobs database, respectively. As a result, it allows experimenters
to add and manage annotation jobs through their applications. A machine-learning
job can be either an anomaly detection or a classification process. Since both
jobs require initial training data, additional methods that allow training a machine-
learning instance for an existing job are available.

2.5.2 Machine-Learning Frameworks

In order to perform the analysis of the data, we used the Jubatus Distributed Online
Machine-Learning Framework [20] and JavaML [1]. In general, in the smart city
plane it is usually not practical to use conventional approaches for data analysis by
storing or analyzing all data as batch-processing jobs. Instead, our system processes
data in online manner to achieve high throughput and low latency by using multiple
frameworks and executors for online and distributed machine learning. It also
processes all data in memory, and focuses on the actual operations for data analysis
to update its machine-learning executors instantaneously just after receiving and
analyzing the data. For each annotation process, we deploy a dedicated instance
based on Jubatus or JavaML and feed it with the provided training data. Our service
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Fig. 2.3 An instance of the user interface of JAMAiCA for configuring and monitoring classifica-
tion jobs. A basic classification job is set up in this case, related to light levels, where we see on
the left part the description and training data for the job, while on the right there is a live feed with
new values being classified

communicates with each instance using a wrapper with a common interface. This
setup allows us to horizontally scale the machine-learning infrastructure on demand.
An example of the graphical user interface of the system can be seen in Fig. 2.3.

2.5.3 Knowledge Warehouse

The Knowledge Warehouse uses Neo4j [37] to maintain the taxonomies gen-
erated by the tags and tag domains. Neo4j is a graph database that leverages
data relationships and helps us build an intelligence around the entities stored in
our system and the relationships between them. By traversing the relationships
between tags that comprise a tag domain, we can easily create suggestions for
the appropriate tags a new annotation application may use. Also, the relationships
between annotations can be used to extract higher knowledge for the cities or the
users of the system, especially when augmented with location and time metadata
in order to identify events or situations that arise inside the cities. For example, an
application can query for streets of the city where high atmospheric pollution and
low vehicle speed are detected (indicating a possible traffic jam) and advise drivers
to use alternative routes or means of transport, when combined with information
about the local subway timetables.
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Fig. 2.4 OrganiCity services, experiments, tag domains, and tags

The underlying data model of the Knowledge Warehouse and the relations
between its entities are depicted in Fig. 2.4:

• Tags represent the actual annotation labels to be used by users of the system.
• Tag Domains represent collections of tags. Usually a tag domain is associated

with a service and/or an experiment specifying which tag domains they will use.
• Services represent utility/urban services. An example of a service might be

garbage collection, or noise monitoring. The basic usage of service entities is the
organization and discovery of tag collections (e.g., what tags are usually used for
characterizing the noise level sensors).

• Experiments are created by users of the system.

In addition to the entities presented above, the following concepts come to glue
together the annotation schema with the OrganiCity facility entities:

• Annotations are relationships between the assets of the OrganiCity and a tag.
• Assets are entities inside the OrganiCity facility that can be annotated. The assets

are not stored in the internal database of the system but referenced by the added
annotations.

An example of how assets are annotated inside the Knowledge Warehouse
is presented in Fig. 2.5. In the figure, two assets of OrganiCity (the red circles)
are annotated with two different tags (the blue circles) that belong to a single tag
domain that describes the traffic conditions in the city.

2.5.4 End-User Interfaces and Integration with Existing Tools

Both modules presented above do not provide dedicated user interfaces for OrganiC-
ity end users to add/validate or vote for available annotations. To handle this aspect,
we provide interaction between users and JAMAiCA based on OrganiCity tools like
the Urban Data Observatory (UDO4), a smartphone experimentation application

4OrganiCity’s Data Observatory, https://observatory.organicity.eu/.

https://observatory.organicity.eu/
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Fig. 2.5 Example of data annotations and the relationships created using the Neo4j server web
interface

developed for OrganiCity (Sensing on the Go5), or other applications developed
by OrganiCity Experimenters themselves. The Urban Data Observatory facilitates
the search among the assets of OrganiCity, and users can use it to identify assets
relevant to their interests. This is achieved by allowing for easy discovery and
filtering of assets, based on geolocation, types, metadata, and even reputation
or recommendations scores based on the experience, reliability, and opinions of
other users. The JAMAiCA information presented above is offered to users by a
bidirectional interaction with annotations allowing for:

• Looking up annotations of particular assets.
• Filtering assets based on annotations already stored in the JAMAiCA.
• Requesting to users to validate existing tags generated by JAMAiCA.
• Addition or deletion of tags for a particular asset on demand.

An example of how the annotation information is displayed on the UDO is
available in Fig. 2.6.

The JAMAiCA annotations are also integrated into the Assets Discovery Service
of OrganiCity, which is the back-end that allows the UDO to perform the data
filtering. This is especially important since it provides end users with the ability to
filter and search assets based on the stored tags. To provide this information on the
Asset Discovery Service, annotation information is pushed to the Asset Directory
Service every time they are created, updated, or deleted. However, this interface is
not aimed at replacing the JAMAiCA API when retrieving the complete annotation
for an specific asset, since the information stored on the Asset Discovery Service
are in an aggregated and limited format.

5https://play.google.com/store/apps/details?id=eu.organicity.set.app.

https://play.google.com/store/apps/details?id=eu.organicity.set.app
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Fig. 2.6 The annotations module interface on the UDO. The end users are presented with the
existing information and suggestions on how to improve data and add new aspects to the existing
ones

As an additional interface for adding and collecting annotations, we have
developed a specific view on the “Sensing on the Go” smartphone application that
allows users to add and modify asset annotations as part of their experiment. This
view loads a map view of the nearby area based on the user’s location together
with the available assets in their vicinity. On top of these pre-existing assets,
participants of experiments can add annotations by simply selecting the appropriate
tag. Experimenters can retrieve the generated annotations from the system and
associate them with any data that their users have also collected from the phone
sensors. The view for adding annotations from this application is available in
Fig. 2.7.

An additional end-user interface is available through integration with the Tin-
kerspace platform. Tinkerspace6 is an online tool for building simple smartphone
“applications” that is part of the OrganiCity toolset offered to end-user communities.
A number of functionality “blocks” are available, upon which users define their own
rules for processing and I/O. In order to support Data Annotation in Tinkerspace, we
have provided a new version of existing blocks to support annotation. To showcase
the operation of the blocks we designed, we used the visual programming interface
provided by Tinkerspace to generate our own application for annotating using
smartphones. The interface of the Tinkerspace application can be seen in Fig. 2.7.

6http://www.tinkerspace.se/.

http://www.tinkerspace.se/
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Fig. 2.7 Screenshots from the smartphone interface of data annotation-related software: Sensing
on the Go app (left) and Tinkerspace interface (right). On the smartphone app, and as part of
an experiment running on top of OrganiCity, developers can add options for creating annotations
during the experimentation process. Such annotations are added by end users/volunteers who offer
to execute such experiment on their Android smartphones while moving through the city. On
Tinkerspace, the displayed interface is an option that can be added to an application for the system,
to insert annotations

2.6 Results and Discussion

In this section, after having introduced our design and implementation, we proceed
to discuss some illustrative cases that showcase both the usefulness of our system
and the capacity of extracting knowledge out of smart city data. We base our
evaluation on data produced by the smart city infrastructure available at Santander,
Spain.

We have focused our analysis on the following data sources:

• Parking spots sensors: A number of sensors are installed under the actual parking
spots at the center of Santander, continuously monitoring the available parking
spots.

• Traffic intensity sensors: A number of sensors are installed at big traffic junctions,
mostly located at the outer parts of the city, monitoring and counting the number
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Fig. 2.8 The downtown area in Santander where the majority of the IoT nodes which generate
our data sets are installed. It is roughly a 800 by 400 m area in the center of the city, containing
parking, noise, weather, traffic, and e-field sensors

of vehicles. The readings are extrapolated to 1 hour, and are measured in vehicles
per hour.

• Weathers sensors: Weather stations are scattered around the city, producing
readings that categorize the type of weather. Values range from 0 to 11, based
on the type of weather (“0” meaning sunny weather, “3” is cloudy, “7” is heavy
rain, and “11” is hail).

• Electric-field sensors: The e-field sensors measure the electromagnetic field in
downlink communications (base-station to users) and for all operators together,
for the telecommunications bands used in Europe (2G-900 MHz, 2G-1800 MHz,
4G-1800 MHz, and 3G-2100 MHz). It is an indirect measure of the activity inside
the city center.

For our evaluation purposes, we selected (see Fig. 2.8) a subset of the Smart-
Santander infrastructure.7 The area we selected is located at the center of the city
and contains the vast majority of the parking sensors in the city, apart for the other
types of sensors. It is located inside the main cultural and commercial district of
the city, containing lots of offices, services, banks, shops, and restaurants, i.e., it
is one of the busiest areas in Santander day and year-round. Examples of deployed
devices are depicted in Fig. 2.9. Regarding the time in which the measurements were
produced, data were generated during 2017, with the majority of the data examined
here generated during the second half of 2017. This is due to the fact that this was
the period with the smallest number of disruptions in data continuity, i.e., with less
gaps in the datasets examined.

7For a map view of the whole installed infrastructure, please visit http://maps.smartsantander.eu/.

http://maps.smartsantander.eu/
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Fig. 2.9 Some examples of IoT devices deployed inside the center of Santander. Both stationary
and mobile IoT nodes are used, installed on lamp posts, on top of buses, buried beneath the soil in
public parks, or on the walls of buildings at the streets of Santander’s center

Figure 2.10 provides us with a base understanding of how the parking spots in
question are used by the citizens of Santander throughout the days we analyze.
As we can see in the figure, the number of the available parking spots typically
peeks around 3:00 in the morning and reaches the lowest points twice during each
day, once around 10:00 in the morning (office hours) and around 17:00 in the
afternoon when the stores are again open and people return to their work or visit
the commercial district of the city. Another important characteristic we can identify
in the data of this figure is that the number of the available parking spots in the area
on Saturday mornings is higher than the rest of the days in the morning (96 vs 80
available spots). Similarly, on Sunday mornings we can see that people come to the
area a bit earlier than on the rest of the days (around 9:00) and occupy more parking
spots (40 vs 47 available spots) almost until the evening, when the spots are again
free.

Figure 2.11 depicts the available parking spots at the center of Santander for a
given time period, while Fig. 2.12 depicts, in more detail, the values of e-field for a
given location in the same area and available parking spots for a specific week. In
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Fig. 2.10 Available parking spots at the center of Santander for each day of the week between
August 15 and December 31, 2017

Fig. 2.11 Available parking spots at the center of Santander between August 15 and December
31, 2017

Fig. 2.12 Available parking spots at the center of Santander and e-field measurements for the area
containing the parking spots, between November 15 and December 1, 2017
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Fig. 2.13 Pearson correlation per day for parking spots and e-field measurements, between
November 15 and December 1, 2017

Fig. 2.14 E-field measurements from 3 locations inside Santander

many cases, there is a strong inverse correlation between the e-field values and the
number of available parking spots at the center, as displayed in Fig. 2.13.

Regarding Fig. 2.14, we showcase the e-field values from 3 locations in the
center. Overall, it seems that e-field values follow similar patterns, and the sensor
that we consider for our study in the previous figures (efield2) is the one that records
the higher values, i.e., it represents the busiest area. There seems to be an average
e-field value that when it starts to change rapidly, parking spots are also declining
rapidly within a limited amount of time, and go from 80 to 50 available parking
spots quickly. It seems that the variability of e-field could serve as an indicator for
creating a prediction for when the parking will start filling up.

Furthermore, throughout the year there are in some cases anomalies in parking
values and e-field values that need context, e.g., during specific days we noticed
large spikes. One additional finding is that there is a large difference in availability
of parking spots between summer and winter periods; in fact, values almost double
in winter. This is most probably due to the fact that there are several schools and
university buildings close to this area, and as soon as the main activities for the
school year begin, there is a very noticeable difference in parking spots availability.

One other interesting finding from our graphs is that, for this particular area with
its specific characteristics in mind, it is quite possible that e-field readings can, to a
certain extent, substitute parking sensors. In an application scenario which is based
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Fig. 2.15 Traffic intensity together with weather conditions during 2 weeks in November–
December 2017. Even though there are several days in which there was rain (higher values mean
worse weather or levels of rain), the values measured for traffic do not seem to be affected much

Fig. 2.16 Correlation between weather and traffic, showing results that on average there is weak
correlation between the two parameters

on the overall availability of parking spaces inside the center, the e-field readings
can provide a good approximation of the general picture. In the case where there
are specific parking spots of a special type, e.g., parking spaces reserved for people
with disabilities, then the approximation does not hold as well.

Moving on to traffic, when talking about the values from the sensors, since most
sensors measure in/out rate to the city from the suburbs and overall rest of the world,
it seems that rain does not affect the intensity of traffic. In the same week, there is no
big irregularity during days when it is raining compared to ones with good weather.
This is probably due to the fact that traffic intensity is mainly measured at the main
entrances and exits for the city, and not inside the center, where traffic jams could be
created more easily due to the weather conditions. Again, long-term measurements
show in this case that traffic is half in summer compared to winter. Figure 2.15
shows the measurements for traffic intensity against weather conditions during a 2-
week time period, while Fig. 2.16 shows the correlation between the 2 parameters.
On average the Pearson correlation coefficient for November and December 2017
was 0.016960 and −0.137907, respectively.

In terms of adding annotations to smart city datasets, through this preliminary
evaluation we can claim that there exist a number of scenarios where such annota-
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tions could provide missing context to the data. As such an example, anomalies can
be detected in traffic intensity, which are not explained by other parameters, e.g.,
weather. In those cases, citizens can probably add annotations that could explain the
situation to a certain extent.

Furthermore, anomaly detection can be used to detect periods where the infras-
tructure is down, and exclude those values from further analysis that could change
average values, etc. In general, data anomalies detection can help in identifying
hardware malfunctions or failures in specific points. Since there exist clear patterns
that are observed throughout the year in all of the datasets we examined here,
reporting abnormal values could possibly imply, e.g., battery depletion or failure. In
the specific case of the e-field measurements, in certain cases, data anomalies were
identified that indicated sensors sending measurements with zero values for a large
part of the day. This was probably due to the fact that their batteries were beginning
to fail, and when recharged through solar or power flowing only for certain hours,
the batteries could not last as long as they did previously.

Moreover, irregularities can be identified in the specific case of the parking
sensors, where there are periods, e.g., when the variability is very small considered
to the rest of the days. This could be used to identify days where there are roadworks
taking place, which was actually the case in some periods at the center of Santander.

2.7 Conclusions and Future Work

Research on smart cities is starting to produce tangible results, introducing new
possibilities for citywide services and applications, as well as accelerating the
adoption of new technologies. However, we believe that there is still work to be
done with respect to establishing workflows and tools in order to produce results
with a more tangible impact on citizens’ lives. In this context, one of the directions
the research community has recently taken is to combine the existing smart city
datasets within machine-learning frameworks in more “clever” ways than in the
past.

In this article, we presented a solution that validates and enriches data produced
by smart city infrastructures. We believe that this kind of processing is critical
for IoT sensor data to become something more than simple datasets, i.e., a useful
and reliable data source to facilitate the development of future city services. We
presented a service capable of automatically detecting erroneous or unexpected
sensor data using machine-learning algorithms, classifying them and detecting real-
world events and situations (in the form of annotation tags) based on provided
training data sets.

We have included some examples of analysis of smart city data based on
our system, based on parking, noise levels, traffic intensity, mobile network, and
weather data, produced inside the city center of Santander. Again, we would like to
emphasize that our intention with respect to our evaluation is to showcase the hidden
potential of smart city data, which can be revealed given the right tools. Since we
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are not data scientists, city planners, or sociologists, our interpretation of the data
presented in this work is bound to be limited by our own scientific background.
Having this in mind, our evaluation revealed some interesting findings that could
point to novel ways on designing future smart city infrastructure, or how to utilize
the combination of data sources that have not been explored yet.

To achieve the next level of smart city data analysis, we believe that citizen
participation is of critical importance. We plan on focusing on interactive interfaces
that make it easy for users to augment or confirm the automated annotations
generated from our system. Moreover, we believe that in order to further increase
the participation rate and interest of the citizens, various methods for incentives and
gamification should be assessed, either in the context of rewards from the city to the
citizens or in the form of specific benefits/findings that city services could offer to
the citizens or local authorities.
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Chapter 3
Deep Reinforcement Learning Paradigm
for Dense Wireless Networks in Smart
Cities

Rashid Ali, Yousaf Bin Zikria, Byung-Seo Kim, and Sung Won Kim

3.1 Introduction

3.1.1 Motivation

Future dense wireless local area networks (WLANs) are attracting significant
devotion from researchers and industrial communities. IEEE working groups are
expected to launch an amendment to the IEEE 802.11 (WLAN) standard by the end
of 2019 [1]. The upcoming amendment, covering the IEEE 802.11ax high-efficiency
WLAN (HEW), will deal with ultradense and diverse user environments for smart
cities, such as sports stadiums, train stations, and shopping malls. One inspiring
service is the promise of astonishingly high throughput to support extensively
advanced technologies for fifth generation (5G) communications and Internet of
Things (IoT). HEW is anticipated to infer the various and interesting features of
both the learners’ environment of a HEW device as well as device behavior in order
to spontaneously control the optimal media access control (MAC) layer resource
allocation (MAC-RA) [2] system parameters.

In real WLANs, the devices proficiently and dynamically manage WLAN
resources, such as the MAC layer carrier sense multiple access with collision
avoidance (CSMA/CA) mechanism to improve users’ quality of experience (QoE)

R. Ali · Y. B. Zikria · S. W. Kim (�)
Department of Information and Communication Engineering, Yeungnam University, Gyeongsan,
South Korea
e-mail: rashid@yu.ac.kr; yousafbinzikria@ynu.ac.kr; swon@yu.ac.kr

B.-S. Kim
Department of Software and Communications Engineering, Hongik University, Seoul,
South Korea
e-mail: jsnbs@hongik.ac.kr

© Springer Nature Switzerland AG 2020
F. Al-Turjman (ed.), Smart Cities Performability, Cognition, & Security,
EAI/Springer Innovations in Communication and Computing,
https://doi.org/10.1007/978-3-030-14718-1_3

43

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14718-1_3&domain=pdf
mailto:rashid@yu.ac.kr
mailto:yousafbinzikria@ynu.ac.kr
mailto:swon@yu.ac.kr
mailto:jsnbs@hongik.ac.kr
https://doi.org/10.1007/978-3-030-14718-1_3


44 R. Ali et al.

[3]. Overall device performance depends on exploitation of the instability of
network heterogeneity and traffic diversity. WLAN resources are fundamentally
limited due to shared channel access and wireless infrastructures, whereas WLAN
services have become increasingly sophisticated and diverse, each with a wide range
of QoE requirements. Thus, for the success of the prospective HEW, it is vital to
investigate efficient and robust MAC-RA protocols [2].

The main motivation for the work in this chapter is to highlight the issues
and challenges in MAC-RA for upcoming HEW wireless networks for IoT. The
aim of the chapter is to propose machine intelligence-enabled (MI) mechanism
to increase the efficiency and robustness of the MAC layer in next generation
wireless networks (i.e., HEW) to be part of IoT applications like smart cities. In
order to infer the diverse and interesting features of users’ environments as well
as users’ behaviors, future HEW must spontaneously control optimal MAC-RA
system parameters. Recently, the field of deep learning (DL) has been flourishing
in order to enable MI capabilities in wireless communications technologies. It is
believed by researchers that WLANs can optimize performance by introducing DL
into MAC layer resource allocation. Deep reinforcement learning (DRL) is one DL
technique that is motivated by the behaviorist sensibility and control philosophy,
where a learner can achieve an objective by interacting with the environment
[4]. DRL uses specific learning models, such as the Markov decision process
(MDP), the partially observed MDP (POMDP), and Q-learning (QL) [5]. DRL
utilizes these techniques in applications like learning an unknown wireless network
environment and resource allocation in femto/small cells in heterogeneous networks
(HetNets) [5].

In this chapter one of the models of DRL, Q-learning, is employed to acquire
awareness about the state evaluation of the MAC-RA in wireless networks. QL-
based intelligent MAC-RA optimizes the performance of wireless networks espe-
cially in dense network environments.

3.1.2 Scope of the Chapter

As discussed earlier, the main objective of this chapter is to develop theory and
method for MI about how MAC-RA channel access of the WLANs evolves and for
identifying optimal parameters selection in an intelligent manner. To these ends, two
specific goals are identified, which will be described next in this chapter.

The first goal of this chapter is to study and quantify the issues and challenges
for MAC-RA in WLANs which poses challenges for the future smart cities, more
specifically in dense wireless networks. It is found that the increase in density of
network devices is directly proportional to the collision in the network, and results in
network performance degradation. The traditional CSMA/CA channel access mech-
anism is evaluated for this purpose. The binary exponential backoff (BEB) algorithm
of CSMA/CA blindly handles the collision avoidance in the traditional WLANs (for
detailed discussion please refer to the Sect. 3.2.3 “Problem Statement”). A practical
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channel observation-based scaled backoff (COSB) algorithm, that overcomes the
issues of BEB, is proposed for this purpose.

The second goal is to develop a method for network device’s experience
inference in order to spontaneously control the optimal MAC-RA parameters of
above-mentioned COSB. In this chapter, the potentials of deep reinforcement
learning paradigm are studied for performance optimization of channel observation-
based MAC protocols (i.e., COSB) in dense wireless network. An intelligent Q-
learning-based resource allocation (iQRA) mechanism is proposed for this purpose,
where Q-learning is one of the prevailing models of DRL.

3.1.3 Contributions of the Chapter

The main contributions of this chapter are presented in the original publications
I–IV of the Appendix. In detail, the contributions of this chapter are as follows:

• A practical channel observation-based scaled backoff (COSB) is proposed
in publications II and III. It is illustrated that a practical channel collision
probability can proficiently be measured by observing the channel status that
is busy or idle. The measured channel collision probability is utilized to scale
the backoff contention window (CW) in CSMA/CA. The proposed COSB
mechanism enhances the performance of CSMA/CA.

• A deep reinforcement-learning paradigm is proposed for performance optimiza-
tion of COSB algorithm. The proposed paradigm utilizes Q-learning, one of
the prevailing deep reinforcement learning models for network inference. QL
algorithms are useful to optimize the performance of a device through experience
gained from the interaction with the unknown environment. A target-oriented
learner can be an element of a larger behavioral system, such as a HEW device in
a WLAN environment seeking to maximize its performance. Because QL finds
solutions through the experience of interacting with an unknown environment,
it is used to optimize the CW size adjustment in the COSB mechanism. An
intelligent QL-based resource allocation (iQRA) mechanism is proposed to
optimize the performance of the COSB mechanism for dense HEW networks. By
using network inference, iQRA dynamically and autonomously controls backoff
parameters (i.e., the backoff stages and CW sizes) selection in COSB.

3.2 Preliminaries

WLANs are experiencing extensive growth in Internet-centric data applications.
Advanced technology markets are utilizing WLANs, and deployments are rapidly
flourishing in public and private areas, like shopping malls, cafes, hotels and
restaurants, bus/train stations, and airports. In addition, there is the rapid increase
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of WLAN-enabled electronic devices, because consumers demand that their enter-
tainment devices be Internet-enabled for IoT applications. In order to cover new
device categories and new applications, exciting new technologies are emerging for
WLANs in order to address the need for increased network capacity and coverage,
efficient energy consumption, and ease of use. Consequently, WLANs need major
improvements in both throughput and efficiency. New technologies for WLAN
applications are continuously introduced. The IEEE standard for WLANs was
initiated in 1988 as IEEE 802.4L [6], and in 1990, the designation changed to IEEE
802.11 to form a WLAN standard. This standard describes the PHY layer [6] and
MAC sublayer specifications for portable, stationary, and mobile devices within a
local area for wireless connectivity. The IEEE 802.11ac [7] standard is the currently
implemented amendment from the 802.11 standard working group (WG) promising
data rates at gigabits per second. These modern communications standards and
technologies are steadily advancing PHY layer data rates in WLANs. This capacity
growth is achieved primarily through increased channel bandwidths and advanced
PHY layer techniques, like multiple-input, multiple-output (MIMO) and multiuser
MIMO (MU-MIMO). These modern communications technologies are advancing
PHY layer data rates in WLANs, although data throughput efficiency in WLANs
may degrade rapidly as the PHY layer data rate increases. The fundamental reason
for this degradation is that the current random access-based MAC protocol allocates
the entire channel to one user as a single source due to equally distributed time
domain contention resolution. Even if senders have a small amount (or less critical)
data to send, they still need to contend for the entire channel and get an equally
distributed time opportunity for transmission. As a result, the higher the PHY layer
data rate, the lower the throughput efficiency achieved. The strategies like channel
bonding, frame aggregation and block acknowledgment, and reverse direction
forwarding enhance the high-throughput capabilities in 802.11 MAC protocol [7,
8]. IEEE 802.11 standard-based WLANs often struggle to service diverse workloads
and data types. Since the applications are categorized into different priorities by the
access layer protocol, the method how to provide enhanced and efficient resource
allocation has become an interesting and challenging topic.

3.2.1 IEEE 802.11ax High Efficiency WLAN (HEW)

The IEEE Standards Association (IEEE-SA) approved standardization activity of
the IEEE 802.11ax TG, concerned with densely deployed WLANs, in May 2014
[1]. Calling it HEW, the scope of the IEEE 802.11ax amendment is to define
modifications for both the 802.11 PHY and 802.11 MAC layers that enable at least
fourfold improvement in the average throughput per station in densely deployed
networks. It is also assumed that it shall provide backward compatibility with
existing IEEE 802.11 devices operating in the same band. Unlike previous amend-
ments, this one focuses on improving metrics that reflect the user experience. The
desired enhancements will be made to support dense environments, such as wireless
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TG Kick Off
(May 2014)

Study Group Launch
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PAR Approved
(Mar. 2014)
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.11ax Final
(Late 2019)

Fig. 3.1 Possible IEEE 802.11ax timeline and progress

Fig. 3.2 Technologies discussed in the IEEE 802.11ax study

corporate offices, outdoor hotspots, residential apartments, and stadiums. The actual
deployment of the standard is anticipated for late 2019 [9]. Figure 3.1 illustrates
the possible timeline and progress towards the IEEE 802.11ax standard. The main
emphasis in IEEE 802.11ax is to improve real-world performance as experienced
by end users by enhancing the per-STA throughput. Possible approaches deal with
three major problems in dense WLAN environments: congestion, interference, and
frame conflicts. Figure 3.2 shows few of the technologies discussed in the IEEE
802.11ax TG [10].

3.2.2 MAC Layer Resource Allocation in IEEE 802.11
Wireless Networks

In wireless communication, continuous transmission is not required because devices
do not use the allocated bandwidth all the time. In such cases, temporal-based access



48 R. Ali et al.

technique is favorable to IEEE 802.11 WLANs. It is observed that temporal-based
resource allocation is the dominant and most important resource allocation in 802.11
WLAN. The reason is the randomness and distributed nature of the devices in
the WLAN. Although the frequency-based MAC-RA and spatial-based MAC-RA
allow multiuser uplink and downlink transmissions in WLANs, which is one of the
promising techniques of the future WLANs, these schemes are still bound to be
followed by time domain to transmit at the same time.

3.2.2.1 MAC Layer Coordination Functions

Figure 3.3 describes the MAC layer medium access coordination functions used for
temporal-based resource allocation in WLANs. These functions are mainly divided
into two categories: contention-based (random channel access) and contention-
free (fixed assignment channel access). Both categories differ in the topological
structure of the network, as well as in coordination function. These categories
are further divided into distributed coordination function (DCF), enhanced DCF
channel access (EDCA), point coordination function (PCF), and hybrid coordination
function (HCF).

Contention-Based Coordination Functions

The initial IEEE 802.11 standard defines a contention-based distributed medium
access algorithm known as DCF. The DCF uses CSMA/CA to contend for channel
access. DCF can either operate under the basic access scheme (Fig. 3.4a) or the
optional request-to-send/clear-to-send (RTS/CTS) (Fig. 3.4b) scheme. RTS/CTS
access scheme is introduced to resolve the hidden node problem in WLANs
[2]. Some device’s transmissions are not detected during carrier sensing (CS) by
other devices, but those transmissions interfere with transmission of other devices.
These devices (STAs) are hidden from each other and can cause collisions due to
unawareness of the medium access conditions. In RTS/CTS, STA transmits RTS
packet and wait to receive CTS packet before actual data transmission, as shown

Fig. 3.3 Temporal-based MAC layer coordination functions
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Fig. 3.4 IEEE 802.11 DCF transmission procedure: (a) basic access mechanism and (b) RTS/CTS
mechanism

in Fig. 3.4b. Binary exponential backoff (BEB) and a deferral mechanism are used
to differentiate the transmission start time of each device. BEB is used by STAs
to contend with other STAs to access a medium and to transmit data. It is defined
as the discrete backoff time slots for which the STA has to defer before accessing
the wireless channel. The BEB mechanism is initiated after the channel has been
found idle for a predefined distributed inter-frame space (DIFS) period. Other STAs
overhear the transmission from neighboring STAs by CS and set up their network
allocation vector (NAV) to avoid collisions.

In case of high traffic load and density, collisions will increase dramatically
for the contending devices. EDCA is used to handle multi type of service com-
munications in wireless networks. The main difference between DCF and EDCA
is that DCF possesses only one queue for all types of data, whereas EDCA
divides the coming packets into four types of logical queues, known as access
categories (ACs). These ACs are defined according to the prioritized applications.
The higher priority data is assigned a shorter backoff and deferral duration to
obtain more chances to access the medium than other types of session. If any
collision happens among more than one AC, the higher priority AC secures the
opportunity to access the channel, while the others restart their backoff processes
[11]. This differentiated access service for different types of application still suffers
from degraded performance under densely deployed traffic situations where many
contending STAs are present. That is because EDCA still follows contention-based
medium access, and collisions are still possible. Moreover, high priority applications
hardly provide low priority traffic any opportunity to access the resources. EDCA
has this kind of unfairness [12].

Contention-Free Coordination Functions

PCF is different from the distributed medium access of DCF and EDCA, where all
STAs communicate with each other via a centralized STA called a point coordinator,
which usually resides in the access point (AP). The PC/AP controls the access period
of the medium by splitting the resource airtime into super-frames of contention-
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free periods (CFPs). The controlled access period still follows the polling-based
contention process (PFP). In the CFP, each STA initially sets its NAV to the
maximum duration (CFPMaxDuration) at the beginning of each CFP. This NAV
duration is reset if the STA receives a CF-End or a CF-End plus ACK frame
from the AP, indicating the end of the CFP. Although the PCF is a contention-free
medium access in the CFP, there are still several issues with providing efficiency
like QoS for applications, because it does not support AC differentiation for priority
applications. There is no prediction for the occupancy of the resource by the polled
STA. Therefore, the fairness issue persists in the network for each STA, because the
transmission time is not bounded. With densely deployed networks, this problem
can cause more severe unfairness [13].

3.2.3 Problem Statement

While future physical-link technologies promise to deliver sufficient bandwidth
to serve user demands, existing CSMA/CA-based channel access schemes under
IEEE 802.11 are inefficient for large numbers of devices with extensively changing
demands as we have seen in IoT. However, the efficiency of the current medium
access protocols will soon encounter challenges when networks are deployed even
more densely, like a network having to support thousands of users (STAs), or access
points (APs) deployed in very close proximity to each other in smart cities, such
that in a stadium, a train, or an apartment building where the density of WLAN
users is very high. Most of the challenges come with the efforts to implement
MAC-RA in distributed types of wireless network, specifically when there is no
centralized station controlling the dedicated resource allocation and disseminating
the reservation control information. One of the issues with proposing MAC-RA
schemes is how to efficiently allocate available resources to the available devices. A
proper MAC-RA scheme is required to serve this purpose.

The BEB scheme is the typical and traditional CSMA/CA mechanism, which
was introduced in IEEE 802.11 DCF [14]. In BEB, a randomly generated backoff
value for the contention procedure is used. At the first transmission attempt, the
contending device generates a uniform random backoff value, from the contention
window (CW). Initially, CW is set to a minimum value, and after each unsuccessful
transmission, its value is doubled until it reaches the maximum defined value. Once
a STA successfully transmits its data frame, CW is again reset back to the minimum
value. For a network with a heavy load, resetting CW to its minimum value after
successful transmission will result in more collisions and poor network performance
due to an increase in probability to select similar backoff value for many STAs.
Similarly, for fewer contending STAs, the blind exponential increase of CW for
collision avoidance causes an unnecessarily long delay due to the wider range for
selecting backoff value. Besides, this blind increase/decrease of the backoff window
is more inefficient in the highly dense networks proposed for IEEE 802.11ax,
because the probability of contention collision increases with the increasing number
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of STAs. Thus, the current MAC-RA protocol does not allow WLANs to achieve
high efficiency in highly dense environments and become a part of future smart
cities in IoT. Hence, to withstand this challenge, WLAN needs a more efficient and
self-scrutinized backoff mechanism to promise enhanced user quality of experience
(QoE).

A WLAN system performance can be severely degraded with an increase in the
number of contenders, as the collision in the network is directly proportional to
the density of the network. This problem statement is assured by the simulation
results shown in Fig. 3.5. Figure 3.5 plots the number of STAs contending for
channel access versus the average channel collision probability in a saturated
(always willing to transmit) network environment with CW minimum as 32 and
64. The other simulation parameters are described in Table 3.1. The figure shows
that increased network density has a direct relationship with the average channel

Fig. 3.5 Number of
contending STAs vs. channel
collision probability with CW
minimum as 32 and 64

Table 3.1 MAC layer and PHY layer simulation parameters

Parameters Values

Frequency 5 GHz
Channel bandwidth 160/20 MHz
Data rate (MCS11) 1201/54 mbps
Payload size 1472 bytes
Contention window minimum 32
Contention window maximum 1024
COSB design parameter (ω) 32
Simulation time 100/500 s
Station position Fixed/random
Distance from AP 10/25 m
Propagation loss model LogDistancePropagation
Mobility model ConstantPositionMobility
Rate adaptation model ConstantRateWifiManager MinstrelWifiManager
Error rate model NistErrorRateModel YansErrorRateModel
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collision probability; the denser the network, the higher the channel collision
probability. In such a troublesome situation, a more adaptive and self-scrutinized
MAC-RA is required by the HEW networks to maintain the performance.

3.3 Deep Reinforcement Learning Paradigm

Both academic and industrial communities have recognized that the future smart
wireless devices have to rely on enlightened learning and decision-making. Deep
learning (DL), as one of the prevailing machine learning (ML) tools, establishes an
auspicious paradigm for MAC-RA, as well. As shown in Fig. 3.6, we can imagine
an intelligent HEW device that is capable of accessing channel resources with the
aid of DL techniques. Obviously, an intelligent device learns the performance of
a specific action with the objective of preserving a specific performance metric.
Later, based on this learning, the intelligent device aims to reliably improve its
performance while executing future actions by exploiting previous experience. In
this chapter, we propose deep reinforcement learning (DRL) as a future intelligent
paradigm for MAC layer channel access in dense wireless networks for smart cities.
For this purpose, we use one of the DRL models, Q-learning, for MAC-RA in dense
wireless networks (IEEE 802.11ax HEW).

3.3.1 Deep Reinforcement Learning

DRL is motivated by behaviorist sensibility and a control philosophy, where
a learner can achieve its objective by interacting with and learning from its
surroundings. In DRL, the learner does not have clear information on whether it has
come close to its target objective. However, the learner can observe the environment

Fig. 3.6 Intelligent MAC
layer resource allocation
(MAC-RA) learning model
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to augment the aggregate reward in an MDP [15]. DRL is one DL technique that
learns about the environment, what to do, and how to outline circumstances to
current actions in order to maximize a numerical reward signal. Mostly, the learner
is not informed about which actions to take, yet it has to learn which actions
produce the maximum reward by trying them. In the utmost exciting and inspiring
situations, it is possible that actions will affect not only the instant reward but
also the following state, and through that, all succeeding rewards. MDPs offer a
precise framework for modeling decision making in particular circumstances, where
the consequences are comparatively haphazard, and the decision maker partially
governs the consequences.

Examples of DRL are partially observable MDP (POMDP) and Q-learning (QL).
POMDP might be seen as speculation with MDP, where the learner is inadequate
to straightforwardly perceive the original state transitions, and thus, only has
constrained information. The learner has to retain the trajectory of the probability
distribution of the appropriate states, based on a set of annotations, as well as the
probability distribution of both the observation probabilities and the original MDP
[16]. QL might be conjured up to discover an optimum strategy for taking action
from any finite MDP, particularly when the environment is unknown. POMDP is an
RL technique that does not follow a model, and it can also be combined with MDP
models. In such a case, the QL paradigm also covers a set of states where an agent
can make a decision on an action from a set of available actions. By performing an
action in a particular state, the agent collects a reward, with the objective being to
exploit its collective rewards. A collective reward is illustrated as a Q-function, and
is updated in an iterative approach after the agent carries out an action and attains
the subsequent reward [16].

The uses of POMDP paradigms create vital tools for supportive decision making
in IoT systems, where the IoT devices may be considered learners, and the wireless
network constitutes the environment. In a POMDP problem, the technique first
postulates the environment’s state space and the learner’s action space, as well as
endorses the Markov property among the states. Secondly, it constructs the state
transition probabilities formulated as the probability of navigating from one state
to another under a specific action. The third and final step is to enumerate both
the learner’s instant reward and its long-term reward via Bellman’s equation [17].
Later, a wisely constructed iterative algorithm may be considered to classify the
optimum action in each state. The applications of POMDP comprise the network
selection problems of heterogeneous networks, channel sensing, and user access in
CRNs. In [18], the authors proposed a mechanism for transmission power control
problems of energy-harvesting systems, which were scrutinized with the help of the
POMDP model. In their proposed investigation, the battery state, the channel state,
and data transmission and data reception states are defined as the state space, and
an action by the agent is related to transmitting a packet at a certain transmission
power. QL, usually in aggregation with the MDP models, has also been used in
applications of heterogeneous networks. Alnwaimi et al. presented a heterogeneous,
fully distributed, multi-objective strategy for optimization of femtocells based on a
QL model [19]. Their proposed model solves both the channel resource allocation
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and interference coordination issues in the downlink of heterogeneous femtocell
networks. Their proposed model acquires channel distribution awareness, and
classifies the accessibility of vacant radio channel slots for the establishment of
opportunistic access. Later, it helps to pick sub-channels from the vacant spectrum
pool.

3.3.2 Q-Learning as a MAC-RA Paradigm

As described in the previous section, QL has already been extensively applied in
heterogeneous wireless networks. In this section, the main functional structure of
the QL algorithm is described, and in a later subsection, the use of QL as a future
paradigm for the backoff mechanism in a DCF is suggested for dense wireless
networks.

3.3.2.1 Q-Learning Algorithm

The QL algorithm utilizes a form of DRL to solve MDPs without possessing
complete information. Aside from the learner and the environment, a QL system
has four main sub-elements: a policy, a reward, a Q-value function, and sometimes
a model of the environment as an optional entity (most of the QL algorithms are
model-free), as shown in Fig. 3.7.

Policy

The learner’s way of behaving at a particular time is defined as a policy. It resembles
what in psychology would be called a set of stimulus–response associations. In
some circumstances, the policy can be a modest utility or a lookup table; in others,
however, it may comprise extensive computations, like an exploration process. The
policy is fundamental for a QL learner, in the sense that it alone is adequate to
determine behavior. Generally, policies might be stochastic. A policy decides which
action to take in which state.

Fig. 3.7 Q-learning model
environment for an intelligent
HEW
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Reward

A reward expresses the objective in a QL problem. In each time step, the environ-
ment passes to the QL learner a particular quantity called the reward. The learner’s
exclusive goal is to exploit the total reward it obtains over the long run. The reward
describes the pleasant and unpleasant events for the learner. Reward signals are the
instant and crucial topographies of the problem faced by the learner. The reward
signal is the key basis for changing the policy. For example, if the current action
taken by a policy is followed by a low reward, a learner may decide to select other
actions in future.

Q-Value Function

Though the reward specifies what is good at one instant, a value function stipulates
what is good in the end. Thus, the value (known as the Q-value) of a state is the
aggregate amount of rewards a learner can presume to accumulate over the future,
starting from that state. For example, a state might continuously produce a low
instant reward, but still have a high Q-value because it is repeatedly trailed by other
states that produce high rewards. To make a WLAN environment correspondent,
rewards are somewhat like a high channel collision probability (unpleased) and
a low channel collision probability (pleased), whereas Q-values resemble a more
sophisticated and prophetic verdict of how pleased or unpleased the learner (STA)
is in a particular state (e.g., the backoff stage). If there is no reward, there will be
no Q-value, and the only purpose for estimating the Q-value is to attain additional
rewards. It is the Q-value that a learner is the most anxious about when making and
assessing verdicts. A learner selects optimum actions based on Q-value findings.
It seeks actions that carry states of a maximum Q-value, not a maximum reward,
because these actions attain the highest amount from the rewards for the learner
over the long run.

Environment Model

An optional element of QL is a model of the system, which somewhat mimics the
performance of the environment. Typically, it allows inferences to be made about
how the environment will perform. For example, given a state and an action, the
model might envision the subsequent state and the next reward. Environment models
are used for planning a way to decide on a sequence of actions by considering latent
future situations. In an example of a WLAN system, a device (the learner) would
like to plan its future decisions based on a given state (e.g., the backoff stage) and
action, along with its rewards (e.g., channel collision probability).
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3.3.2.2 Scope and Limitations of QL

As discussed above, QL depends strongly on the notion of the state as input to
the policy and the Q-value function. Informally, we can think of the state as a flag
passing to the learner with some sense of how the environment is at a specific time. A
large portion of QL techniques are organized around evaluating Q-value functions;
however, it is not entirely essential to do this to take care of DRL problems.
For instance, approaches like genetic algorithms, genetic programming, simulated
forging, and other optimization algorithms have been utilized to approach DRL
problems while never engaging value functions [20]. These evolutionary approaches
assess the lifetime conduct of numerous non-learners, each utilizing an alternate
policy for interfacing with the environment and selecting those actions that are
able to acquire the most rewards. If the space of policies is adequately small, or
can be organized so that the best policies are common or simple to discover, or
if a considerable measure of time is available for the search, then evolutionary
approaches can be viable. Furthermore, evolutionary approaches have focal points
for problems in which the learner cannot detect the entire state of the environment.
In contrast to evolutionary approaches, QL techniques learn while interfering with
the environment. Techniques ready to exploit the details of individual behavioral
interactions can be substantially more productive than evolutionary strategies in
many types of wireless network.

3.4 Intelligent Q-Learning-Based Resource Allocation
(iQRA)

The QL-based MAC-RA scheme can be used to guide future densely deployed
WLAN devices and to allocate channel resources more efficiently. When a WLAN
device is deployed in a new environment, usually no data are available on historical
scenarios. Therefore, QL algorithms are the best choice to observe and learn the
environment for optimal policy selection. In a densely deployed WLAN, channel
collision is the most vital issue causing performance degradation. Since QL finds
solutions through the experience of interacting and learning with an environment, it
is proposed using it to model the optimal contention window in MAC-RA. In other
words, a learner (STA) controls the CW selection intelligently with the aid of the
QL-based algorithm. In a DCF-based backoff mechanism, STAs can be equipped
with the intelligent QL algorithm. The policy is the decision of an STA to change
the CW size (i.e., to take an action to move to the next backoff stage and increase
the CW size, or to move to the previous/first backoff stage and decrease/reset the
CW size, or possibly stay at the same backoff stage with no change to the CW).
The reward function captures the gain of each action performed in any state. For
example, a reward can be channel collision probability, channel access delay, or the
packet loss ratio (PLR) experienced by the STA at a specific state (backoff stage).
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Next subsection elaborates a channel observation-based scaled backoff (COSB)
protocol to tackle the blindness problem of conventional BEB algorithm. Later,
in the second subsection, an intelligent QL-based resource allocation (iQRA) is
proposed to optimize the performance of COSB.

3.4.1 Channel Observation-Based Scaled Backoff (COSB)
Mechanism

In the proposed COSB protocol, after the communication medium has been idle
for a DIFS period, all the STAs competing for a channel proceed to the backoff
procedure by selecting a random backoff value B as shown in Fig. 3.8. The time
immediately following an idle DIFS is slotted into observation time slots (ξ ). The
duration of ξ is either a constant slot time σ during an idle period or a variable
busy (successful or collided transmission) period. While the channel is sensed to be
idle during σ , B decrements by one. A data frame is transmitted after B reaches
zero. In addition, if the medium is sensed to be busy, the STA freezes B and
continues sensing the channel. If the channel is again sensed to be idle for DIFS, B is
resumed. Each individual STA can proficiently measure channel observation-based
conditional collision probability pobs, which is defined as the probability that a data

Fig. 3.8 Channel observation mechanism of channel observation-based scaled backoff (COSB)
during the backoff procedure
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frame transmitted by a tagged STA fails. The time is discretized in Bobs observation
time slots, where the value of Bobs is the total number of ξ observation slots between
two consecutive backoff stages as shown in Fig. 3.8. A tagged STA updates pobs
from Bobs of backoff stage bi at the ith transmission as,

pobs = 1

Bobs
×

Bobs−1∑
k=0

Sk, (3.1)

where for an observation time slot k, Sk = 0 if ξ is empty (idle) or the tagged STA
transmits successfully, while Sk = 1 if ξ is busy or the tagged STA experiences
collision as shown in Fig. 3.8. In the figure, STA 1 randomly selects its backoff
value B = 9 for its bi backoff stage. Since STA 1 observes nine idle slot times,
two busy periods, and one collision (Bobs = 9 + 2 + 1 = 12), pobs is updated as
2+1
Bobs

= 3
12 = 0.25 in the next backoff stage bi + 1.

According to the channel observation-based conditional collision probability
pobs, the adaptively scaled contention window value is Wbi+1 at backoff stage bi + 1
of the transmission time i + 1, where bi + 1 ∈ (0, m) for the maximum m number
of backoff stages, and i is the discretized time for the data frame transmissions
of a tagged STA. More specifically, when a transmitted data frame has collided,
the current contention window Wbi

of backoff stage bi at the ith transmission time
slot is scaled-up according to the observed pobs at the ith transmission, and when
a data frame is transmitted successfully, the current contention window Wbi

is
scaled-down according to the observed pobs at the ith transmission. Unlike the BEB
(where backoff stage is incremented for each retransmission and resets to zero for
new transmission as shown in Fig. 3.9a), the backoff stage bi in COSB at the ith
transmission has the following property of increment or decrement:

bi+1 =
{

min [bi + 1,m] , collision at ith transmit
max [bi − 1, 0] , success at ith transmit

. (3.2)

Figure 3.9b shows that the backoff stage in COSB does not reset after a successful
transmission. Since the current backoff stage represents the number of collisions or
successful transmissions of a tagged STA, it helps to scale the size of CW efficiently.
The incremented or decremented backoff stage bi results in scaling-up or scaling-
down of the current contention window, respectively. The scaling-up and scaling-
down of the contention window operates as follows:

Wbi+1 =
{

min
[
2bi+1 × Wmin × ωpobs ,Wmax

]
, collision at ith transmit

max
[
2bi+1 × Wmin × ωpobs ,Wmin

]
, success at ith transmit

, (3.3)

where ω is a constant design parameter to control the optimal size of the contention
window and is expressed as ω = Wmin. The Wmin, and Wmax are the minimum CW
and maximum CW values.
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Fig. 3.9 Backoff stage after collision/successful transmission; (a) backoff stage increment/reset
in binary exponential backoff (BEB); and (b) backoff stage increment/decrement in COSB

3.4.2 iQRA Algorithm

The proposed iQRA mechanism in COSB, consists of a set of states S
(backoff stages), where an intelligent HEW device performs an action a
(increments/decrements) according to COSB mechanism. By performing action
a following a policy Φ in a particular state s, the device collects a reward r, that
is r(s, a) with the objective to exploit the collective reward, Q(s, a) which is a Q-
value function. Figure 3.10 depicts the model environment with its elements for the
proposed iQRA mechanism.

Let S = {0, 1, 2, . . . , m} denotes a finite set of m possible states of the HEW
environment, and let A = {0, 1} represents a finite set of permissible actions to be
taken, where zero indicates decrement, and 1 indicates increment (As described
earlier, in COSB, there are two possible actions: increase or decrease of the backoff
stage). At time slot t, the STA observes the current state (s), that is, st = s ∈ S, and
takes an action (a), that is, at = a ∈ A based on policy Φ. As mentioned before, the
default policy of a device in COSB is to increment its state if collision happened and
decrement for successful transmission. Thus, action at changes the environmental

state from st to st + 1 = s
′ ∈ S according to Φ (a|s) =

{
s′ = s + 1, if collision
s′ = s − 1, if succesful

.
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Fig. 3.10 Intelligent Q-learning-based resource allocation (iQRA); the system environment and
its elements

The objective of the QL algorithm is to discover an optimal policy Φopt that exploits
the total expected reward (optimal Q-value), which is given by a Bellman’s equation
[17]:

Qopt (s, a) = E
{
rt (s, a) + β × maxa′Qopt (s′, a′)∣∣ st = s, at = a

}
(3.4)

Since the reward may easily get unbounded, a discounted reward factor, β

(0 < β<1), is used. In the QL algorithm, Q(s, a) estimates the reward as the
cumulative reward and is updated as follows:

Q(s, a) = (1 − α) × Q(s, a) + α × �Q(s, a) (3.5)

where α is the learning rate and is defined as 0 < α < 1. The learning occurs quickly,
based on the improved learning estimate, �Q(s, a), and is expressed as

�Q(s, a) = {
r (s, a) + β × maxaQ

(
s′, a′)}− Q (s, a) (3.6)

The maxaQ(s
′
, a

′
) defines the best-estimated value for the prospective state,

s
′
. In the long run, Q(s, a) converges to the optimal Q-value Qopt(s, a), that is,

limt→∞ Q(s, a) = Qopt (s, a). The naivest policy for action selection can be to
pick one of the actions with the maximum measured Q-value (i.e., exploitation).
This exploitation method follows the optimal policy Φopt and is known as a greedy
action (aΦopt

) selection method which can be written as

aΦopt = Φopt (a|s) = argmaxa Qopt (s, a) (3.7)

where argmaxa signifies aΦopt
, for which the expression that follows is exploited.

The immediate reward is maximized by continuous exploitation of the greedy
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action selection method. A simple substitute is to exploit most of the time, but
every once in a while, the STA explores all the permissible actions independent
of aΦopt

, that is with default policy Φ (known as exploration) with probability ε.
The greedy and non-greedy selection of actions is known as the ε-greedy method
[17]. The main feature of the ε-greedy technique is that, as the number of
instances increases, every action guarantees the convergence of learning esti-
mate gQ(s, a). In HEW, for dense WLANs, the STA would exploit to improve
throughput performance, and would explore to know the dynamicity of the WLAN
environment.

COSB conducts pobs at every transmission attempt (state), which can be con-
sidered as reward of the action. Therefore, the pobs, from Eq. (3.1) is expressed as
the reward in order to minimize channel collision probability. The reward given by
action at taken in state st at time t is described as

rt ( st , at ) = 1 − pobs (3.8)

The above statement indicates how pleased the STA was with its action in state st.
In Fig. 3.10, the STA moves from one state to another state with 1 − pobs as
a reward. The STA observes and learns the environment to optimize the backoff
process. Algorithm 1 depicts the steps performed by the proposed iQRA mechanism
to optimize the COSB protocol.

Algorithm 1 COSB performance optimization using iQRA

1: GLOBAL: Initialize r(s, a), and Q(s, a).
2: Function: Select CW using iQRA

Input: pobs

Output: Optimized CW
3: Initialize: cur_rew = 0, �Q(s, a) = 0
4: Calculate reward according to equation (4.31)
5: Update reward matrix for r(s, a) = cur_rew
6: Calculate improved learning estimate �Q(s, a) according to equation (4.29)
7: Update Q(s, a) according to equation (4.28)
8: Pick a random value to explore or exploit (ε-greedy method)
9: if (exploit)
10: Find aΦopt

according to equation (4.30)
11: Scale CW according to the optimal action
12: else (explore)
13: Scale CW using COSB mechanism
14: end if
15: return CW
16: end Function
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3.5 Performance Evaluation

3.5.1 Simulation Scenarios and Parameters

The proposed learning-based iQRA mechanism is simulated using the ns-3 network
simulator, version 3.28 [21], with IEEE 802.11ax HEW indoor scenario model
for dense WLANs (Typically suitable for office-buildings in smart cities). Some
important simulation parameters are given in Table 3.1.

To evaluate the QL parameter selection for the proposed iQRA, 25 contending
STAs are simulated for 100 s, varying α and β with small (0.2), medium (0.5)
and large (0.8) values. Probability ε was set to 0.5 for balanced exploration and
exploitation. Figure 3.11 shows the convergence of learning estimate �Q from
Eq. (3.6) with respect to the learning rate (α). The figure depicts how a larger
α makes �Q converge faster. The convergence of �Q indicates that the STA has
learned its environment and can exploit optimal actions in the future. An interesting
observation is that �Q is not steady in the beginning, which is due to the initial
exploration of the environment. Therefore, most of the states do not optimize the
value function in the beginning. Later, the STA locates the states that can deliver
the most rewards, increasing the cumulative reward. After enough instances (13
for α = 0.8 in Fig. 3.11), it can be seen that the learner has found configurations
that can lead to optimization of the process. Similarly, we observe in Fig. 3.12 that
�Q converges faster with the small value for β, compared to the larger values. In
both cases (Figs. 3.11 and 3.12), ε was set to 0.5, indicating equal opportunities
for exploration and exploitation. The large value for α and the small value for
β (along with equal probabilityε) yield the best results for optimization in the
system. The convergence of learning estimates shows that an optimal solution for
the environment exists.

Figures 3.13 and 3.14 portrays the effects of the parameters on throughput of the
system (Fig. 3.13 for a small network of 15 STAs, and Fig. 3.14 for a dense network

Fig. 3.11 Convergence
graphs of the learning
estimate (�Q) from varying
the learning rate, α (β = 0.2)
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Fig. 3.12 Convergence
graphs of the learning
estimate (�Q) from varying
the discount factor, β

(α = 0.8)

Fig. 3.13 Throughput comparison of α and β in a small network of 15 STAs with (a) ε = 0.2, (b)
ε = 0.5, and (c) ε = 0.8

Fig. 3.14 Throughput comparison of α and β in a dense network of 50 STAs with (a) ε = 0.2, (b)
ε = 0.5, and (c) ε = 0.8

of 50 STAs). As shown in Fig. 3.13a, if ε is set to 0.2 for a small network of 15
STAs, α = 0.5 and β = 0.2 give the best results. However, in this case, decreasing
α (i.e., α = 0.2) has little effect on throughput, but increasing it to α = 0.8 degrades
throughput dramatically. Figure 3.13b shows that if ε and α are set to 0.5, β can
be set small, medium, or large. However, for ε = 0.8 and α = 0.5, seting β to
its medium value (i.e., β = 0.5) enhances throughput, as shown in Fig. 3.13c.
Figures 3.14a–c show that for a dense network system of 50 STAs, a small value
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Fig. 3.15 Throughput
comparison of BEB, COSB,
and iQRA with α = 0.2,
β = 0.8 and ε = 0.5 in a
network of five to 50
contending STAs

for α (i.e., α = 0.2) and a large value for β (i.e., β = 0.8) are efficient for small
and medium values of ε (i.e.,ε = 0.2 and ε = 0.5). With a large value for ε (i.e.,
ε = 0.8), as shown in Fig. 3.14c, throughput is improved if the large α and β are
used (i.e., α = 0.8 and β = 0.8). Thus, from Figs. 3.13 and 3.14, we show that a
combination of a small α, a large β, and a medium value for ε (i.e., α = 0.82 β = 0.8,
and ε = 0.5) is somewhat efficient for both sparse and dense network systems.

3.5.2 Throughput

To evaluate the performance of iQRA, simulation results are compared with the
state-of-the-art BEB and non-intelligent COSB algorithms. Figure 3.15 shows how
the iQRA mechanism optimizes the throughput of COSB, specifically in a dense
network of 50 contending STAs. The performance improvement clearly indicates
that the QL-based proposed mechanism is effective at learning the wireless network.
In a network of five contending STAs, iQRA achieves relatively lower system
throughput than COSB. COSB outperforms for very small networks (i.e., for less
than ten contending STAs). The performance of iQRA may degrades in small
networks due to low and irregular rewards.

3.5.3 Average Channel Access Delay

The channel access delay for a successfully transmitted data frame is defined
as the interval from the time the frame is at the head of the queue (ready for
transmission) until successful acknowledgement that the frame was received. If a
frame reaches the given retry limit, it is dropped, and its time delay is not included
in the calculation of channel access delay. Figure 3.16 depicts the performance of
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Fig. 3.16 Channel access
delay comparison of BEB,
COSB, and iQRA with
α = 0.2, β = 0.8, and ε = 0.5
in a network of five to 50
contending STAs

Fig. 3.17 The number of
successfully transmitted
packets by each STA in a
dense network of 50 STAs

the proposed iQRA mechanism along with the conventional BEB and the original
COSB mechanisms in terms of channel access delay (in milliseconds). From the
figure, it can be observed that the proposed iQRA mechanism has a higher channel
access delay, compared to COSB; however, it does not exceed the conventional BEB
mechanism. It is obvious that the iQRA mechanism has an increased channel access
delay due to its environment inference characteristics.

3.5.4 Fairness

The fairness issue can be seen for COSB in Fig. 3.17. In a dense network
environment of 50 STAs, COSB suffers from the fairness problem due to some STAs
continuously operating at a higher CW size, and a few fortunate STAs can operate at
a lower CW size. Under COSB, once the STA reaches a larger CW, it has to transmit
successfully many times to return to the smaller CW, which seems difficult in a
dense network environment due to the high probability of collision. The proposed
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Table 3.2 Jain’s fairness
index (JFI) comparison

STAs BEB COSB iQRA

5 0.999 0.953 0.999
10 0.999 0.999 0.999
15 0.999 0.999 0.999
20 0.999 0.997 0.999
25 0.999 0.992 0.999
30 0.998 0.993 0.999
35 0.998 0.991 0.999
40 0.997 0.990 0.999
45 0.998 0.948 0.999
50 0.998 0.953 0.998

iQRA brings fairness to the contending STAs, because every STA autonomously and
intelligently exploits its environment. Table 3.2 shows the values in Jain’s fairness
index [22] achieved by BEB, COSB, and iQRA for a small network of five STAs
to a large, dense network of 50 STAs. It is observed that the previously proposed
COSB mechanism was unfair for small to large network environments, while the
iQRA mechanism optimizes COSB to perform fairly among the contending STAs,
whether it is for a small network or a large network.

3.5.5 Network Dynamicity

Subsequently, QL is essentially intended to make intelligent adjustments according
to the dynamics of the environment. A dynamic environment can be the activation
of more contending STAs in the network or the deactivation of previously active
STAs. This thesis evaluates the performance of the proposed iQRA mechanism by
activating five more contending STAs every 50 s until the number of STAs reached
50. Figure 3.18 explains the effects of network dynamics on �Q (i.e., learning
estimate) of a tagged STA. The figure shows 1400 learning instances (events) of
a tagged STA during the simulation period (500 s). Each instance represents the
updated value of learning estimate �Q whenever a packet transmission is attempted.
As shown in the figure, with changes in the number of contending STAs within the
network, the tagged STA experiences a fluctuation in �Q, indicating the change
in the environment. Later, this QL-equipped, intelligent tagged STA converges and
is capable of optimizing the performance in a dynamic wireless environment. In
Fig. 3.19, it can be seen that iQRA eventually reaches a steady state in system
throughput. On the other hand, BEB and COSB are severely affected by the increase
in the number of competing STAs.
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Fig. 3.18 Convergence of the learning estimates (�Q) in a dynamic network environment
(increasing the number of contenders every 50 s)

Fig. 3.19 System throughput
comparison in a dynamic
network environment
(increasing contenders by five
every 50 s)

3.5.6 Distance-Based Rate Adaptation Models

Throughput shown in Figs. 3.15 and 3.19 are achieved in a network environment
using the ConstantRateWifiManager rate-adaptation algorithm [21], in which con-
tending STAs are placed at a fixed distance from the access point (AP). Hence, all
the devices are transmitting at a constant data rate. To evaluate the performance
of the proposed iQRA algorithm, we simulated a more practical and real network
environment, such as MinstrelWifiManager [21]. The Minstrel rate adaptation varies
the transmission rate of the sender STA to match the WLAN channel conditions
(mainly based on the distance from the AP), in order to achieve the best possible
performance. The results shown in Fig. 3.20 are achieved in an IEEE 802.11a (54
Mbps) wireless network for N = 10. All contending STAs were randomly placed
within a distance of 25 m from the AP. A tagged STA (initially placed at a 1 m
distance) moves away from the AP.
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Fig. 3.20 Throughput
comparison for
distance-based
rate-adaptation network
environment

Throughput shown in Fig. 3.20 was obtained after each 5 m distance from the AP.
The performance of a tagged STA for all three of the compared algorithms (BEB,
COSB, and iQRA) degrades as the distance from the AP increases, as shown in Fig.
3.20. Observe that the throughput of the STA for BEB is close to zero after the STA
reaches a distance of 60 m, and finally becomes zero when it exceeds the coverage
(80 m). Under COSB, due to its observation-based nature, a STA achieves higher
throughput even after a 60 m distance, compared to BEB. However, the proposed
iQRA maintains performance, even if the distance increases to 80 m, due to its
intelligence capability.

3.6 Conclusion

The upcoming dense high-efficiency WLAN (i.e., IEEE 802.11ax HEW) promises
per-device throughput performance that is four times higher for 5G and IoT
technologies. One of the bottlenecks for this performance achievement is tackling
the huge challenge of efficient MAC layer resource allocation in WLANs due to
their distributed contention-based nature. Currently, the CSMA/CA-based WLAN
uses a binary exponential backoff mechanism (BEB), which blindly increases and
decreases the contention window after collisions and successful transmissions,
respectively. To handle the performance degradation challenge caused by the
increasing density of WLANs, a self-scrutinized channel observation-based scaled
backoff (COSB) mechanism based on a practical channel collision probability
is proposed in this dissertation. COSB overcomes the limitation of BEB to
achieve high efficiency and robustness in highly dense networks, and enhances
the performance of CSMA/CA in dense networks. However, to satisfy the diverse
requirements of such dense WLANs, it is anticipated that prospective WLANs will
autonomously access the best channel resources with the assistance of sophisticated
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wireless channel condition inference. Motivated by the potential applications and
features of deep reinforcement learning (DRL) in wireless networks, such as the
deployment of cognitive radio. In this chapter, one of the DRL techniques, Q-
learning, is proposed as an intelligent paradigm for MAC layer resource allocation in
dense WLANs. The proposed DRL paradigm uses intelligent QL-based inference to
optimize the performance of COSB, named as intelligent QL-based resource alloca-
tion (iQRA). Simulation results show that the proposed iQRA mechanism optimizes
the performance of COSB in fixed wireless STA network environments, as well as
for randomly placed and distance-based rate adaptation network environments.
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Chapter 4
Energy Demand Forecasting Using Deep
Learning

Bahrudin Hrnjica and Ali Danandeh Mehr

Introduction to Machine Learning

Systems of intelligent behavior have been the subject of interest for scientists over
the last few decades. They have tried to integrate intelligence through adaption,
learning, autonomy, and solving complex problems. Such research led to the
emergence of a new scientific field that is now called artificial intelligence (AI) [28].
AI can be described as an action performed by a machine that can be characterized
as intelligent, since if a human had to apply the same action, intelligence must be
used to achieve the same goal. When AI is used, it makes possible for machines to
use the experience for learning. Once it collects enough experiences, it is capable
of producing the output for the new set of inputs in the similar way a human does.
AI is a wide scientific field as the intelligence can be applied in various ways. Two
related scientific fields which are closely related to AI are statistics and computer
science. This is obvious, since one needs statistics in order to define and describe
associated algorithms, and computer science is needed to translate the algorithms
into a machine language in order to perform actions. Figure 4.1 shows the position
of AI in relation to computer science and statistics with related applications.

ML is one of the main components of AI. It is a set of learning computer
algorithms by which machines or computers can learn without explicitly being
programmed. Moreover, ML can be defined as the field of AI which provides the
algorithms for machines to automatically learn and improve their actions from a
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Fig. 4.1 AI as scientific filed in relation with statistics (mathematics) and computer science

given experience. While AI is defined as the ability to acquire and apply knowledge,
ML is defined as the acquisition of knowledge or skill. On the other hand, using AI
one tries to increase the chance of success but not accuracy. However, in ML one
tries to increase the accuracy of the action regardless of the success. Last but not
least, AI can be defined as a smart computer program, while ML is the concept
of how machines use data to learn. As stated previously, ML is a set of computer
algorithms, particularly designed for machines to help them in the learning process.
Usually, an ML process consists of searching the data to recognize hidden patterns
in the data. Once the patterns are recognized, the computer can make predictions for
new or unseen data based on persisted knowledge. Supervised, unsupervised, and
reinforcement learning are basically the three main types of the ML (Fig. 4.2):

In supervised ML, the learning process consists of finding the rule that maps
inputs (features) to outputs (labels). During the learning process, available data can
be divided into two sets. The first set is the training set which is responsible for the
training process. The second set is called validation or testing set and is used by the
learning algorithm to verify the training process.

Unsupervised learning is the process of discovering patterns in data without
defined output (unlabeled dataset). With unsupervised learning, the correct result
cannot be determined because no output variable is defined. Algorithms are left to
their capability to discover as much knowledge as possible from the data. Inasmuch
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Fig. 4.2 Machine learning types

as there is no output variable, there is no need for splitting the data into training and
testing sets. Thus, all the samples are used for training process. This kind of learning
can be applied in image and signal processing, computer vision, etc.

Reinforcement learning is an ML process where a computer interacts with a
dynamic system in which it must achieve a goal (like driving a vehicle or playing
a game). Reinforcement learning provides feedback that consists of information
showing how the last action was treated, was it successful or unsuccessful. Based
on the feedback, the computer can learn and make further decisions.

Supervised ML can be classified by the type of the output as regression or
classification. In regression the output is represented as a continuous number, while
in classification, the output variable is discrete rather than continuous, and consists
of two or more classes.

Regression ML considers finding relations between one or more variables which
are called features, and then compared with a dependent variable called the label.
Figure 4.3 shows how ML can be classified depending on its learning types.

ML-originated regression models are used in different disciplines such as
finance, production, the stock market, and maintenance. The models can later be
used for predicting or forecasting sales, weather temperature for the next day, stock
market prices in the next few hours, energy consumption for a given time period,
etc.

In most cases, a dataset is determined by time so that each dataset value has
a defined timestamp. In this way the history of a dataset value can be monitored,
which can be valuable for future business decisions. This kind of dataset is called
time series data. In one example, a stock price is a set of observed values recorded
in time, so for each time value (minutes, hours, or days) a stock price is calculated.
In a second example daily energy consumption is collected so that at the end of each
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day it can be recorded. Regression type of ML covers broad applications. One of the
most complex types of ML are time series events.

The forecasting of time series events is an important area of ML, since there
are so many forecasting tasks that involve a time component. The time component
adds additional information to the time series data, but it also makes time series
problems more difficult to handle in comparison to many other regression tasks.
Predictions of the time series events are still one of the most difficult tasks, and
are active research subjects of many engineers and scientists. Time series events
can be detected around us, and the prediction of its future states is of tremendous
importance. For example, it is of crucial importance for the world economy to
forecast the price of energy [25], sales [13], or stock prices [17]. Furthermore, time
series events can be used to predict the weather and environmental, hydrological,
and geological events [4, 6, 18]. Smart cities need better and smarter surveillance
cameras [22], digital surveillance systems with different frameworks [23, 32], and
5G-inspired IIoT paradigm in health care [1].

In this chapter, the application of deep learning is used in order to present an
approach of forecasting energy demand that can be part of a smart cities cloud
solution. Since our cities face non-stop growth in population and infrastructures,
handling its resources in an intelligent way may result in multiple cost savings. One
of the resources which is very important for smart cities is electricity, it is of crucial
importance that it is handled in an efficient and intelligent way. The basic role of
the smart energy concept is to optimize its consumption and demand resulting in
decreased energy costs and increased efficiency. Among the variety of benefits, the
smart energy concept mainly enhances the quality of life of the inhabitants of the
cities as well as making the environment cleaner. One of the approaches for the
smart energy concept is to develop prediction models using ML algorithms in order
to forecast energy demand, especially for daily and weekly periods.
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The upcoming chapter describes thoroughly what is behind the deep learning
concept as a subset of ML and how neural networks can be applied for developing
energy prediction models. A specialized version of the RNN, e.g., LSTM, and
unsupervised neural network type called autoencoders are described in detail.
With an autoencoder unsupervised neural network, features are transformed so that
important information is not lost due to high inter-correlation between them. With
LSTM the historical influence of the data has been captured. The LSTM can capture
the long-time dependency with constant error propagation while using backprop-
agation through time BPTT, which outperforms the standard implementation of
the RNN. To build a deep learning model, the computer program ANNdotNET is
introduced. The ANNdotNET is an open source project hosted at https://github.
com/bhrnjica/anndotnet on GitHub, the largest open source repository platform.
The ANNdotNET provides a user-friendly ML framework with the capability of
importing data from the smart grids of a smart city. By design, the ANNdotNET
is a cloud solution program that can be connected with other IoT devices for data
collecting, feeding, and providing efficient models to energy managers for a bigger
smart city cloud solution. As an example, the chapter provides the evolution of daily
and weekly energy demand models for Nicosia, the capital of Northern Cyprus.
Currently, energy demand predictions for the city are not as efficient as expected.
Therefore, the results of this chapter can be used as efficient alternatives for IoT-
based energy prediction models for the city.

Using prediction models based on deep neural network, one might not be able to
answer questions about behavior, seasonality, and trends of a given time series. To
cope with this problem, two state-of-the-art time series decomposition algorithms
are used here in order to analyze and determine the trend and seasonality of energy
demand. Moreover, the prediction model based on time series decomposition called
TSD has been developed and compared with the deep learning model.

Artificial Neural Network

A number of ML algorithms have been developed over the past few decades that try
to discover knowledge from the data. Which ML algorithm is the best, for a given
problem? Is the algorithm satisfactory? These are the two main questions that were
discussed in the thousands of ML studies. It seems that the former attracted less
attention than the latter. Artificial neural network, ANN, undoubtedly is one of the
most popular ML algorithms that every data scientist has heard about it. It is a part
of supervised ML algorithms that is based on the concept of the biological neural
network. Similarly, as a genetic algorithm GA tries to mimic biological evolution
[15], ANN attempts to simulate the decision process as human neurons do. The
concept of ANN is based on the neuron that can be described as the basic cell of
the human brain. Each neuron consists of a cell, a tubular axon, and dendrites. The
cell processes signals coming from dendrites and sends it to the axon. The axon
forms synaptic connections with other neighboring neurons. The axon consists of

https://github.com/bhrnjica/anndotnet
https://github.com/bhrnjica/anndotnet
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branched ends which are used as the input for the next neuron cell. Neurons are
linked via a synapse where signals are exchanged from one neuron to another.

Akin to the biological neuron, the artificial neuron is defined as a set of input
parameters xi (i = 1, .. n), which represents the input signals, set of weight factors
wi (i = 1, . . . , n), which represents the synapses, the dot product

∑
w · x of

input and weighted vectors, representing the neuron cell, and activation function
a (.), representing the axon of biological neurons [20]. Figure 4.4 shows the
similarities between the biological and artificial neuron.

The first concept of the artificial neuron is called perceptron which was intro-
duced by Rosenblatt [26]. Let the xn represent the input vector with n components,
the associated weight wn, and bias value b0 and activation function sign. The output
y of the perceptron can be expressed as:

y = f (net) = f (w · x) = sign

(
n∑

i=1

xiwi + b0

)
, (4.1)

where sign represents the activation function defined as:

sign (net) =
{+1, if net ≥ 0, w · x ≥ 0

−1, if net < 0, w · x < 0
(4.2)

Fig. 4.4 Graphic interpretations of biological and artificial neurons and their similarities
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As can be seen the activation function is the last operation in the expression (4.2),
which obviously shows the perceptron produces an output as binary value of 1
and −1.

Besides sign there are many other activation functions which can produce
different kind of outputs, e.g., T anh, ReLU , Sof max, etc. The expression (4.1)
and (4.2) with any combination of the activation functions represents the forward
pass of one neuron. The forward pass calculates the output for a given input and
weights values. In context of a whole ANN, forward pass calculates the output of
each neuron in the network, where the last neuron’s output represents the output of
the network.

Just as millions of biological neurons can be connected, the artificial neurons
can form an ANN which can solve very complex problems. Neurons in ANN are
grouped in layers. Each layer can consist of one or more neurons. Usually, ANN
layers are classified as input, output, and hidden layers. The input layer represents
the layer constructed from the input variables (called features). The number of
neurons in the input layer is always related by the number of features. Similarly,
the output layer is based on the output variable. The number of output variables
(called labels) must be the same as the number of neurons in output layer.

The simplest ANN can be formed from at least one input, one hidden, and one
output layer. This simple network configuration is called the feed forward network,
FFN. The number of neurons of each layer may vary depending on the complexity
of the problem. In the input layer, each neuron corresponds to the input parameters,
while the output layer is related to the output result. In the middle of the input and
the output layer there can be one or more hidden layers with arbitrary numbers of
neurons. Figure 4.5 shows the FFN with four layers, one input, one output, and two
hidden layers.

hidden layer, hn hidden layer, hm

,stupni
x i

bias

output, yk

weights, win weights, wnm

bn
bm bk

Fig. 4.5 FNN with four interconnected layers
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Since each neuron makes some kind of decisions, one can conclude that one
perceptron cannot do much. In case of the ANN previously described, the ANN can
produce valuable decisions, which can lead to a solution to complex problems. In
all cases the process of producing a better solution depends on the weighted factor
values of each neuron.

Learning Process in ANN

The process of finding suitable weight values is called learning of ANN. Finding
the weight values starts with output calculations of each neuron in the network. The
process begins with output calculations of neurons in the input layer, then the output
of each input neuron becomes the input for the neurons in the first hidden layer, and
so forth. Once the result of the last neuron is calculated in the output layer, the result
becomes the output of the network. The result is calculated for each sample (row)
in the training dataset.

Assume the training dataset is defined with two features and one label. Let
Table 4.1 represent the training dataset with 3 samples (rows). As illustrated in
Fig. 4.6, FFN with a 2-4-1 structure was used and indicates that the input layer

Table 4.1 Sample training
dataset consists of two
features (X1 and X2) and one
label (Y ), with three data
samples (rows)

X1 X2 Y

1 1 2

1 2 3

3 1 4

X₁
w₁₁

w₁₁

w₁₂

w₁₂

w₁₃

w₁₃

w₁₄

w₁₄
X₂

h₁

h₂

h₃

y

h₄

b₁
b₂ b₃

b₄
b

Fig. 4.6 FNN with a 2-4-1 structure, FNN(2, 3, 1)
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+ =+× ×

1×2

X b₁ b₂ yW₁ W₂

2×4
4×1

1×4 1×1

Fig. 4.7 Matrix multiplication generated from the previously defined FNN (2, 3, 1)

has two neurons, the hidden layer has four neurons, and the output layer has one
neuron. Identity activation function (x = f (x)) at both hidden and output layers
was applied for the sake of simplicity.

Once the training dataset and network configuration are defined, the network
output can be calculated. The ANN output calculation is based on the matrix
calculation. Figure 4.7 shows a matrix representation of the network given in
Fig. 4.6.

Based on Fig. 4.7, and the training dataset given in Table 4.1, the output is
calculated for each row of the datasets, but first, the initial values of the weights and
biases must be defined. This is usually a random process. Assume that the following
values are assigned to the matrices W1 and W2, and biases b1 and b2.

W1 =
[

0.5 0.5 0.5 0.5
0.6 0.6 0.6 0.6

]
; W2 = [

1.8 0.4 0.4 0.4
]

(4.3)

b1 =

⎡
⎢⎢⎣

0.1
0.12
0.10
0.11

⎤
⎥⎥⎦ ; b2 = [

0.1
]

(4.4)

Now, the network output can be calculated as:

[X · W1 + b1] · [W2 + b2] = [
ŷ
]
, (4.5)

Using the data from Table 4.1, the outputs are calculated for each row:

• Row 1:

ŷ1 =

⎡
⎢⎢⎣[1 1

] [0.5 0.5 0.5 0.5
0.6 0.6 0.6 0.6

]
+

⎡
⎢⎢⎣

0.5
0.5
0.5
0.5

⎤
⎥⎥⎦

⎤
⎥⎥⎦ · [[1.8 0.4 0.4 0.4

]+ [
0.4

]]= 2.26.

(4.6)
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• Row 2:

ŷ2=

⎡
⎢⎢⎣
[
1 2

] [0.5 0.5 0.5 0.5
0.6 0.6 0.6 0.6

]
+

⎡
⎢⎢⎣

0.5
0.5
0.5
0.5

⎤
⎥⎥⎦

⎤
⎥⎥⎦ · [[1.8 0.4 0.4 0.4

]+[0.4
]]=3.34.

(4.7)
• Row 3:

ŷ3 =

⎡
⎢⎢⎣[3 1

] [0.5 0.5 0.5 0.5
0.6 0.6 0.6 0.6

]
+

⎡
⎢⎢⎣

0.5
0.5
0.5
0.5

⎤
⎥⎥⎦

⎤
⎥⎥⎦ · [[1.8 0.4 0.4 0.4

]+ [
0.4

]]= 4.06.

(4.8)

Based on the expressions (4.6), (4.7), and (4.8) the predicted value represents the
column vector of three elements:

ŷ =
⎡
⎣2.26

3.34
4.06

⎤
⎦ . (4.9)

On the other hand, the actual outputs from Table 4.1 can be represented by the
column vector as:

y =
⎡
⎣2

3
4

⎤
⎦ . (4.10)

The residual vector e, which is the deference between the actual and predicted
values, is given as:

e =
⎡
⎣2 − 2.26

3 − 3.34
4 − 4.06

⎤
⎦ =

⎡
⎣−0.26

−0.34
−0.06

⎤
⎦ . (4.11)

The learning process is based on defining the cost function C which can be of
various types depending on the problem at hand. In most cases, it is the squared
error between the actual and predicted results [27]:

C = 1

2

n∑
i=1

e2
i , (4.12)
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where:

• e is the residual values,
• n is the number of data samples for the training,
• y is the actual values,
• ŷ - is the calculated values.

In case of the previous example, the cost function produces the following error
value:

C = 1

2

3∑
i=1

(yi − ŷi )
2 = 1

2

(
(−0.26)2 + (−0.34)2 + (−0.06)2

)
= 0.0934.

(4.13)
Minimizing the error value is the central part of training process with an ANN

and might result in satisfactory predictions. One common way is to apply the
backpropagation algorithm that is the iterative process of correcting weights and
biases based on the partial derivative of the cost function.

For instance, at each neuron k, the weight value wk
i at the iteration i will have

the new value wk
i+1 in the next iteration i + 1, for the gradient of the cost function

with respect to the wk multiplied with the learning rate factor η:

�wk = η
∂C

∂wk

. (4.14)

The new value of the weight, wk , in the i+1 iteration is expressed as:

wk
i+1 = wk

i + �wk. (4.15)

For the calculation of the cost function, the gradient starts from the last (output)
layer and is propagated backwards to the input layer using the chain derivative rule.

The entire learning process can be described in two stages for each iteration.
Once the iteration starts, the output is calculated by starting from the input layer,
and for each weight and each input variable, the output is calculated for each
neuron. Once the output of the network is calculated, the second process is started
by calculating the gradient from the output layer to the input layer in the backwards
order. For each weight value, the gradient is calculated and added to the previous
values as shown in Eq. (4.15). Training of the FFN can be a complex task, since
not all ANN models can solve the problem accurately. Since an ANN model can be
built with one or more hidden layers, and each hidden layer can contain an arbitrary
number of neurons, the learning process may provide unexpected results. In the case
of small number of neurons in the hidden layer, the model may be too rigid, and the
learning process very slow, which leads to the fact that the number of neurons in
the ANN is not sufficient to adapt to the data. On the other hand, a large number
of neurons in the hidden layer may lead the ANN model to fit the data perfectly,
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but due to the complex nature of the problem the model is trying to predict, the
prediction for the unseen data may give unsatisfactory results [3].

Deep ANN

Previous studies indicate that FFNs are not powerful enough for most of today’s
problems. For instance, FFNs were not found suitable for the natural language
processing, social network filtering, speech and audio recognition, machine trans-
lation, medical image analysis, bioinformatics, drug design, stochastic time series
forecasting, etc. In order to solve such problems, the network configuration must
be extended and made more robust. To achieve a more robust network, one may
increase the number of hidden layers. In this situation, the multiple hidden layers
with a nonlinear activation function can produce nonlinear processing which is more
efficient for solving complex problems. Simply by increasing the number of hidden
layers produces a very complex system of network configurations that need to be
learned. In most cases more than one hidden layer in the network cannot be learned
in the same way described previously, due to the vanishing and exploding gradients
phenomenon [2]. This changes the approach of looking at ANNs and revolutionized
the learning process for multiple layer networks.

As stated previously the keyword “deep” in “deep ANN” refers to the number
of hidden layers. One can define the credit assignment path (CAP) depth as the
transformation chain from the input to output of the neural network [30]. In the case
of FNN, the depth of the CAP indicates the number of hidden layers plus one for
the output layer, since it is parametrized in the same way as the hidden layer. For
RNN where the input features can be propagated through a layer more than once
per iteration, the CAP depth is potentially undetermined. So, to make a measurable
difference between deep learning and learning requires a CAP depth to be greater
than 2. The process of learning complex networks configuration, such as deep neural
networks, deep belief networks, and RNN, is called deep learning, DL, a subset of
the wider ML field. How DL is specific to the ML field can be depicted graphically
as in Fig. 4.8. The learning process of a DL specific networks is a very complex
task, it is still based on the backpropagation error concept with a specific way of
error propagation and optimization techniques.

Recurrent Neural Network

FFN models are usually built on the fact that data do not have any order when
entering into the network. So, the output of ANN depends only on the input features.
In case of specific data when the order is important, usually when data is recorded in
time or when dealing with sequences of data, simple FFN cannot manage it as one
can expect because the previous state cannot be incorporated [24]. When the output
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AI
machines with ability to learn
and reason similar as human

ML
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without being explicetly programmed

DL
specialized architecture of ANN

with many hidden layers,trained with
vast amount of data

Fig. 4.8 DL as a subset of ML and AI

is determined by both the inputs and the previous states, the FNN must be extended
to support the previous states. A well-known solution for this kind of problem is to
develop the RNN, which was first introduced by Hopfield [12], and later popularized
when the backpropagation algorithm was improved [24]. The concept of the RNN is
depicted in Fig. 4.9. As seen, the RNN contains cycles showing that the current state
of the network relies on current data, but also on the data produced by the previous
outputs of the network. So, in the case of the RNN, two kinds of inputs are provided:
the output of the previous time, hi−1, and the current input xi. Due to its nature, the
RNN has a special kind of internal memory which can hold long-term information
history [29].

Figure 4.9 shows two kinds of representations of the RNN. On the left side,
the RNN is presented in classic feed forward like mode, where the three layers
are presented: input, hidden, and output layer. Around the hidden layer we can see
cycling which indicates the recursion. The RNN can be shown in an unrolled state in
time t . The RNN is presented with t interconnected FFN, where t indicates the past
steps, thus far. The concept of the RNN is promising and very challenging, but there
are problems with applications, mainly when dealing with complex time dependent
models [2]. Most of the obstacles of the RNN can be summarized in two categories
[2]: the vanishing and exploding gradient. The learning process of the RNN is
mostly based on the backpropagation algorithm, the so-called backpropagation
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Fig. 4.9 Schematic representation of the RNN

through time or BPTT. The BPTT algorithm stores the activation of the units while
going forward in time, while in the backwards phase takes those activations for
the gradient calculation [27]. In the vanishing gradient problem of learning RNN,
updates of weights are proportional to the gradient of the error calculated in the
previously described manner. In most cases, the gradient value is negligibly small,
which results in the fact that the corresponding weight is constant and stops the
network from further training. The exploding gradient problem refers to the opposite
behavior, where the updates of weights (gradient of the cost function) become
larger in each backpropagation step. This problem is caused by the explosion of
the long-term components in the RNN. In both cases the error propagation through
the network is not constant, which causes one of the mentioned problems.

The solution to the abovementioned problems is found in the specific design of
the RNN, called long short-term memory, LSTM [11]. LSTM is a special RNN
which can provide a constant error flow. The constant error propagation through
the network involves a special network design. LSTM consists of memory blocks
with self-connection defined in the hidden layer, which has the ability to store the
temporal state of the network. Besides memorization, an LSTM cell has special
multiplicative units called gates, which control the information flow. Each memory
block consists of the input gate that controls the flow of the input activations into the
memory cell, and the output gate controls the output flow of the cell activation. In
addition, an LSTM cell also contains the forget gate, which filters the information
from the input and previous output and decides which one should be remembered
or forgotten and dropped. With such selective information filtering, the forget gate
scales an LSTM cell’s internal state, which is self-recurrently connected by previous
cell states [8]. Besides gating units, the LSTM cell consists of a self-connected linear
unit called constant error carousel, CEC, whose activation is called the cell state. The
cell state allows for constant error flow, previously mentioned as the problem of the
vanishing or exploding gradient, of the backpropagation error in time. The gates of
the LSTM are adaptive, since each time the content of the cell is out of date, the
forget gate learns to reset the cell state, so the input and the output gates control the
input and the output, respectively. Figure 4.10 shows an LSTM cell with activation
layers: input, output, forget gates, and the cell. Each layer contains the activation
function before passing through.
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Fig. 4.10 LSTM cell with its internal structure

As can be seen, an LSTM network can be expressed as an ANN where the
input vector x = (x1, x2, x3, . . . xt ) in time t maps to the output vector y =
(y1, y2, . . . , ym), through the calculation of the following layers:

• the forget gate sigmoid layer for the time t , ft is calculated by the previous output
ht−1, the input vector xt , and the matrix of weights from the forget layer Wf with
an addition of bias bf :

ft = σ
(
Wf · [ht−1, xt ] + bf

) ; (4.16)

• the input gate sigmoid layer for the time t , it is calculated by the previous output
ht−1, the input vector xt , and the matrix of weights from the input layer Wi with
an addition of bias bi :

it = σ (Wi · [ht−1, xt ] + bi) ; (4.17)

• the cell state in time t , Ct , is calculated from the forget gate ft and the previous
cell state Ct−1 by multiplicative operation ⊗. The result is applied as the first
argument of the additive operation ⊕ and the input gate it , which is then applied
as the first argument of the multiplicative operation of the cell update state c̃t

which is a tanh layer calculated by the previous output ht−1, input vector xt , and
the weight matrix for the cell with an addition of bias bC :

Ct = ft ⊗ Ct−1 ⊕ it ⊗ tanh ( WC · [ht−1, xt ] + bC); (4.18)

• the output gate sigmoid layer for the time t , ot is calculated by the previous
output ht−1, the input vector xt , and the matrix of weights from the output layer
Wf with an addition of bias bo:

ot = σ ( W0 · [ht−1, xt ] + b0) . (4.19)



86 B. Hrnjica and A. Danandeh Mehr

The final stage of the LSTM cell is the output calculation of the current time
ht . The current output ht is calculated with the multiplicative operation ⊗ between
output gate layer and tanh layer of the current cell state Ct .

ht = ot ⊗ tanh (Ct ). (4.20)

The current output, ht , has passed through the network as the previous state
for the next LSTM cell, or as the input for an ANN output layer. The operation
connections ⊗ and ⊕, which correspond to multiplication and addition connections,
allow the gates to process the information based on the previous cell output, as well
as the previous cell state. The previous LSTM cell description represents one of the
several variants which can be found in the literature [19].

Deep LSTM RNN

Deep ANN has proved to be very effective in solving complex problems. Similarly,
deep LSTM RNN can be defined as more than one LSTM layer in the ANN. The
fact is that an unrolled LSTM cell in time represents a deep FFN, which indicates
the complex network architecture. Deep LSTM RNN can be defined with more than
one LSTM layer. The LSTM layers are stacked vertically, with the output sequence
of one layer forming the input sequence of the next one (Fig. 4.11).

Fig. 4.11 Schematic representation of the deep LSTM RNN
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The deep LSTM RNN has proved to be very effective and outperforms the
standard implementation of the LSTM [9]. Deep LSTM RNN has the ability to
learn at different time scales over the input [10]. In addition, deep LSTM is more
efficient than standard LSTM, since parameter distribution over the space through
multiple layers is handled with less memory [29].

Modeling Time Series Events

As previously mentioned, ML methods generally extract the knowledge from the
data in two phases. The first phase is training the network configuration in order to
get the best possible weights so that the model can predict the future values with
minimum error. The second phase is model validation, where the trained model is
validated against the validation dataset. Such dataset contains the data which are not
used during the training phase. In both of the phases, the data is a crucial part of the
ML solution. With noisy or inappropriate datasets, regardless of the implemented
ML algorithm, a reliable prediction model would not be created. Therefore, the
most important component of the ML solution is to prepare high quality datasets
prior to the training phase.

Undoubtedly, modeling time series data is one of the most challenging tasks
of ML. A time series represents a sequential set of data samples recorded over
successive times. It can also be defined as a set of vectors x (t), t = 1, 2, 3, . . .,
where t is the time. The time series data is always arranged in chronological order.
Data usually contains a single variable, which represents the univariate time series.
In case more than one variable is used, it is termed as a multivariate time series.

For better understanding time series events, the associated data can be decom-
posed into several components so that each component represents an important
property of the event. Decomposition of the time series is usually based on rates of
change. With this in mind, time series can be decomposed into three components:
trend, seasonal, and random components [16]. As an underlying component, trend
represents tendency of time series data to increase, decrease, or stagnate over a
long period of time. It can be also described as long-term movement. The seasonal
component represents the fluctuation within a year. The seasonal variation of time
series is an important component specially in business related time series data,
where the detection of a seasonal time interval can increase business values. The
third component, the random component, represents everything else. It usually
represents the randomness of the time series.

The time series components can be determined in two ways: as additive or as
multiplicative models. In case of the additive model, the time series data can be
expressed as:

y (t) = S (t) + T (t) + R (t) (4.21)
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where y (t) is the data, T (t) is the trend component, S (t) is the seasonal component,
and the R (t) is the random component at time t .

The multiplicative model of time series can be expressed as:

y (t) = S (t) × T (t) × R (t) (4.22)

In case when the seasonal variation is relatively constant over time, additive
decomposition is recommended. On the other hand, the multiplicative decomposi-
tion is recommended when the seasonal component is proportional to the level of the
time series [16], or when the seasonal variation increases over time. However, the
multiplicative model can be expressed as additive, if the time series is transformed
by a log transformation. In this case, using a log transformation any multiplicative
decomposition can be expressed as additive:

y (t) = S (t) × T (t) × R (t) ⇔ Ln (y (t))

= Ln (S (t)) + Ln (T (t)) + Ln (R (t)) . (4.23)

In order to decompose time series data into its components several methods have
been developed. One of the most popular methods is seasonal-trend decomposition
based on Loess [5], which has been proven to be very effective for longer time
series. There is a more recent seasonal-trend decomposition based on regression
decomposition [7], which is more generic, and it allows for multiple seasonal and
cyclic components, as well as multiple linear regressors with a constant. It also
provides flexible, seasonal, and cyclic influences. Recently, Facebook has released a
times series decomposition and forecasting tool called Prophet. The company used
this tool for times series data analytics and forecasting [31]. All the mentioned
decomposition methods are implemented in well-known statistical packages, e.g.,
R or Python languages.

Time Series Decomposition Procedure

In order to decompose the time series, the first step is the selection of a decom-
position method. Once the decomposition method has been selected, the trend is
the first component which should be estimated. De-trending the time series is the
second step. In case of an additive model, the trend component is subtracted from
the time series data. For the multiplicative model, time series data is divided by the
estimated trend component.

The seasonal component is estimated from the de-trended part of the time series.
Since the seasonal component is based on the underlying periodicity of the events,
it can be weekly, monthly, yearly, or any customized seasonal length. One of the
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simplest methods to estimate, the seasonal component is to average the de-trended
values for the specific season. For example, to get a seasonal effect for January, one
can average the de-trended values for each January in the series. The seasonal value
has to be adjusted depending of the decomposition type, zero for additive, and one
for a multiplicative model.

The final step of the decomposition is to estimate the random component. The
random component is simply estimated when the trend and season are subtracted
from the data series. In case of the multiplicative decomposition, the random
component is estimated by dividing the multiplication of trend and seasonal
components by the time series data.

The following expressions for the random component can be stated as:

R (t) = y (t) − [S (t) − T (t)] − for additive decomposition, (4.24)

R (t) = y (t)

S (t) × T (t)
− for multiplicative decomposition, (4.25)

Time series decomposition with its components is very often graphed, since it
provides a clear picture for the data behavior.

Energy Demand Analysis by Time Series Decomposition

Reliable electricity prediction models lead to a sustainable power supply and
provide clear details about the health of a power system in a smart city setup. In
this section, we demonstrate how a decomposed time series of energy consumption
data can be used to develop accurate electricity demand prediction models. As
an example, the daily series of electricity consumption in the northern part of
Nicosia during the 2011–2016 period has been considered. Nicosia, the capital city
of Cyprus, has a typical Mediterranean climate with an annual average electricity
consumption about 4000 MWh in its northern part and about 6000 MWh in the
southern part. The overall image of the electricity consumption time series is
shown in Fig. 4.12. Based upon observations, the rapidly increasing trend has
been observed since 2013. The figure also represents seasonal behavior, since the
sinusoidal shape of the data can be visually recognized. The statistical properties of
the electricity consumption series are shown in Table 4.2.

Quantile values indicate that the data is skewed to the left since the median has a
lower value than the mean.

The decomposition of the dataset was performed by using the STL R package
[5]. In order to get the best possible decomposition with maximum amplitude values
of the seasonal component, the decomposition was performed for wide range of
argument values. The best possible decomposition was estimated for the argument
value of f = 365, which indicates yearly periodic behaviors of the dataset.
Figure 4.13 shows the decomposition of the energy demand time series.
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Fig. 4.12 Energy demand time series at northern part of Nicosia

Table 4.2 Summary of electricity consumption 2011–2016

Min 1st quarter Median Mean 3rd quarter Max

2433 3311 3664 3879 4284 7032

Figure 4.13 also indicates that the random component has significant influence
on the energy demand dataset. From Table 4.3, one can see that the basic statistical
indicators show that the minimum value is less than −900 MWh, while the
maximum value is greater than 1700 MWh. This implies that the forecasting model
may produce 50% of the relative error.

The seasonal component can be described as a periodic function with two
minimum and one maximum points. The first minimum point is reached in 122
days, the second week in May, while the second minimum point is reached in the
first week of November. The maximum energy demand is reached in the first week
of August. The maximum point of seasonal change is expected in the beginning of
August because of high electricity demand due to high temperatures and increased
tourisms. The trend component of the energy demand dataset shows growth in the
last 4 years. This indicates that energy demand increases every year. The reason
for the increasing trend can be found in the constant growth of infrastructure and
population on the island.

From the previous decomposition time series, over the last years, one can
conclude that energy demand has constant growth. Over a period of a year, the
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Fig. 4.13 Energy demand time series components

Table 4.3 Summary of random component of energy demand time series in MWh

Min 1st quarter Median Mean 3rd quarter Max

−928.684 −201.329 −21.750 2.466 152.537 1776.062
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energy demand reaches two minimum levels: one in the spring and one in the fall.
The maximum energy demand is reached during the first days of August, due to
maximum temperatures. Seasonal and random components have similar ranges that
indicate the energy demand has strong stochastic behavior.

In order to get deeper into seasonal changes, one should see how demand
changes weekly, monthly, and quarterly. In order to display different seasons, the
Prophet R package is used [31]. Figure 4.14 shows the trend and four different
seasonal components: weekly, monthly, quarterly, and yearly. The yearly component
in Fig. 4.14 clearly shows two minimum and one maximum point, which were
previously described. Weekly seasonal changes indicate that the energy demand is
higher on work days rather than on the weekend. The monthly seasonal changes
do not clearly show increasing or decreasing demand, but it roughly indicates
that energy demand is on the highest level in the middle of the month. Similarly,
quarterly seasonal changes are increased at the start and the end of the quarter, while
the first month of the quarter shows gradual decreased demand.

Energy Demand Forecasting Using Decomposed Series

In the previous section, the energy demand time series was analyzed by decompos-
ing it into three main components: trend, seasonal, and random. Moreover, different
types of seasonality were considered in order to get a deeper knowledge of the
energy demand data. Based on the previous analysis in this section, forecasting
will be performed in order to see how energy demand is propagated in the future.
The forecasting procedure was performed using the additive model where nonlinear
trends are fit with yearly, weekly, and monthly seasonality. Since the seasonal
components have significant impact on the time series data, the prophet forecasting
package is used. The package combines many different forecasting methods (e.g.,
ARIMA, exponential smoothing, etc.) in order to get the best possible model. The
forecasting is based on using a flexible regression model or curve-fitting model
instead of a traditional time series model that leads to better and more accurate
forecasting. The time series decomposition, TSD, model is built on the energy
demand dataset from January 2011 to September 2015. From October 2015 to
December 2016 the dataset is defined as the validation and testing dataset.

Figure 4.15 shows the TSD model of the energy demand time series data. The
black dots are actual values of the daily energy demand, whereas the blue (dark
gray) line shows predicted values. Besides prediction values, the image also shows
the confidence interval of the prediction.
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Fig. 4.14 Different seasonal component types of energy demand time series data

LSTM Deep Learning Model for Energy Demand Prediction

Using a deep learning technique for modeling time series events seems natural due
to the complex nature of such events. In this section, a deep learning model has been
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Fig. 4.15 TDS model of energy demand for period 2011–2016

developed in order to predict energy demand. Since the energy demand represents
a typical time series non-stationary dataset, the LSTM RNN was used. In order to
transform the time series into a data frame, 15 days of time lags were used. Once
the data frame was created, the three datasets were created to configure the ML
workflow. In order to transform the data, configure the neural network, train and
evaluate the model, the ANNdotNET [14]—deep learning tool on .NET platform
was used. The ANNdotNET is a deep learning tool that implements the ML Engine
that is based on the Microsoft Cognitive Toolkit, CNTK [34]. The ML Engine is
responsible for training and evaluating deep learning models. Besides the GUI tool
that is used for handling data transformation and model training, the ANNdotNET
provides a set of APIs which could be integrated into a bigger smart cities cloud
solution, SCCL.

The previous section is correlated for data analysis, where the time series data
were decomposed and analyzed. The time series is represented with only one
variable (energy demand) which is the example of a univariate time series. In order
to prepare it for deep learning, it must be transformed into a data frame-based set,
with features (input) and label (output). The features are generated by the previous
values, so-called time lag values, while the label is the time series value at the current
time step. Figure 4.16 shows how a univariate time series can be transformed into
a data frame with 15 features and one label. In this way, the time series data is
transformed so that historical changes have an influence on the current value. For



4 Energy Demand Forecasting Using Deep Learning 95

Fig. 4.16 Time series transformation into a 15 features data frame

the deep learning that is studied in this chapter, 15 past values are used for the feature
generation.

Once the preparation process has been completed, the next step in a deep learning
model development is the configuration of the neural network. In order to create
a suitable neural network, several different network configurations are prepared.
Recently, a special version of the RNN, the LSTM has been providing great results
in many engineering fields. However, modeling complex time series events using
LSTM is still a challenging task. In order to provide a more accurate network, the
LSTM network is combined with additional neural network types.

The time series dataset used for the training network model contains features
generated from the same variable. In such conditions, the features have a very
strong inter-correlation, often causing overfitting and less reliable results. To
avoid overfitting, the features need to be transformed be less inter-correlated, and
more independent from each other. There are several techniques to overcome this
phenomenon, but one of the most popular is to use autoencoders [33].
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Autoencoder Deep Neural Network

Autoencoders are neural networks that can achieve unsupervised learning. Simply
said, it uses backpropagation for learning, by setting the target value the same as
the input. In other words, it tries to learn features from features, or approximate
an identity function. In the neural network context, autoencoders are a set of fully
connected layers, that the input and output dimensions of the autoencoder network
are the same. Hidden layers always have less neurons than the input/output layer.
Figure 4.17 shows an autoencoder neural network used for the energy demand
network configuration. As can be seen, the autoencoder is built with fully connected
layers, where the first layer starts with the same number of neurons as the input
dimension. Then, the neurons in the second layer are reduced by 50%, and the
middle-hidden layer is defined with only four neurons. This is called a bottle neck.
After the bottle neck, the dimension of the hidden layers is increased, first to 8, and
then to 15.

Training Process of LSTM Deep Learning Model

In order to configure and define the DL model for energy demand, the ANNdotNET
tool is used. Once the data preparation has been performed, the network config-
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uration is set up by adding the LSTM layer with a 100 LSTM cell dimension.
The LSTM cell is placed after the autoencoder network layer. As a next layer,
a DroupOut layer with 30% of dropped values was added. The last layer in the
network is the output layer with one neuron. Figure 4.18 shows a schematic deep
learning model for energy demand.

The defined model is trained and validated on a 15 features dataset, created from
January 2011 to November 2016. The first 80% of the dataset belongs to the training
set and the remaining 20% to the validation set. The December 2016 values are
used as a test set for comparison analysis between a deep learning model and the
TDS model described in the previous section. The training network configuration
has been performed using the Adam learner, with the squared error, SE as the loss
function, and the root mean square error, RMSE, as the evaluation function. The
final model is trained after 5000 epochs.

Fig. 4.18 LSTM deep
learning model for energy
demand
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Evaluation Process of the LSTM Deep Learning Model

In order to provide the model evaluation, several performance parameters were
calculated against a training and validation set and presented in Table 4.4. A
description of each of the performance parameters is given in the literature [15].

From Table 4.4, one can conclude that the model has a high performance for both
datasets. The RMSE and R values are roughly equal for both the training and the
validation sets. Moreover, the rest of the performance parameters except SE show
the same behavior. This is an indication that the model is well trained with a high
percentage of accuracy. Figure 4.19 graphically shows the model prediction for the
validation set with respect to actual values. The chart series are drawn in different
colors (shades) that can be easily seen how prediction values are close to actual
values.

Table 4.4 Performance values for the LSTM deep learning model for the training and validation
datasets

SEa RMSEb NSEc PBd Re R2f

Train. set 1.20459 0.02648 0.94370 0.035758 0.97363 0.94795

Valid. set 0.27896 0.02550 0.93856 0.03350 0.97096 0.94277
aSquared error
bRoot mean squared error
cNash–Sutcliffe efficiency
dPercentage bias
ePearson’s coefficient
fDetermination coefficient

Fig. 4.19 Predicted values calculated by the deep learning model for the validation set
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The conclusion that can be established from the model evaluation is that the deep
learning model can accurately predict the time period defined by the validation set.

Testing Process of the LSTM Deep Learning Model

Deep learning provides models which can predict future values. Data used for
training the deep learning model were not decomposed. In contrast to the TDS
model prediction, the data were decomposed, and the trend and random components
were included in the modeling. Once the model is calculated, the seasonality
component was added, and the prediction (see Fig. 4.15) was calculated. The time
series decomposition gives answers for the question as to how data behave in
different time periods (seasons), what is the trend of the data in those time periods
(seasons)? Deep learning is a black box which trains the model to predict the
future values with no additional answers. For this reason, time series decomposition
is important in order to prepare and transform the dataset prior to starting deep
learning, and also as a comparison analysis between the model predictions.

In order to show how much the deep learning model is accurate, a comparison
analysis is performed between the LSTM deep learning and TSD models, using the
same dataset. The testing set is represented by the energy demand from December
2016. Table 4.5 summarizes the comparison results.

From Table 4.5 it can be seen that the LSTM deep learning model is significantly
better than the TSD model because it is closer to the observed series. However, the
comparison chart shown in Fig. 4.20 also shows that the TSD model follows the
weekly peaks, but those values are lower than actual values. It can also be noticed
that as the prediction period gets longer, the TSD model predicts the values with
higher error, while the deep learning model predicts values with a much lower error.
The LSTM deep learning model has better RMSE values in all prediction periods:
5 days, 15 days, and monthly. The TSD model has a higher Pearson coefficient,
for 5 and 15 days of the prediction, while for the 1 month prediction, the Pearson
coefficient is higher for the LSTM deep learning model. The reason why the Pearson
coefficient is better for 5 and 15 days for the TDS model may be ignored due to the
small dataset, and the RMSE parameter in such a case is more relevant.

Table 4.5 Performance analysis between LSMT and TSD models

1–5 December 2016 1–15 December 2016 December 2016

LSTM TSD LSTM TSD LSTM TSD

RMSE 198 353 320 386 281 720

R 0.489 0.923 0.659 0.808 0.829 0.760
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Fig. 4.20 Energy demand prediction for December 2016

Energy demand predictions for December 2016, using the LSTM deep learning
model, and the TDS model, with respect to actual values are illustrated in Fig. 4.20.
It can be clearly seen that the dashed curve which represents the LSTM deep
learning model is much closer to red line, than the TDS model marked with the
blue color.

In general, one can say that deep learning model provides a better prediction than
the TSD model in all aspects of the analysis.

Deep Learning Model as a Cloud Solution for Smart Cities

In order to prepare, train, and evaluate the deep learning model, the ANNdotNET
deep learning tool was developed and used in this study. By using the ANNdotNET,
it is possible to incorporate ML tasks into a cloud solution, so that the complete ML
process can be automatized and defined into one workflow using cloud services.
Once the ML task is incorporated as a cloud solution, it can be part of the
bigger smart cities project. In this section details of the possible cloud solution are
presented.
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Fig. 4.21 Training module of ANNdotNET deep learning tool

It is very common that an ML solution is split into three phases:

• Data preparation
• Training ML model
• Model Deployment

The first phase consists of a set of data related tasks responsible for the transfor-
mation of raw data into a machine ready (mlready) dataset. This phase may include
data transformation, outliers identification, features selection, features engineering,
cross validation analysis, etc. Once the data is transformed into an mlready dataset,
the next phase starts by defining the input and output layers of the deep neural
network that is based on the mlready dataset. The input dimension defines the
input dimension for the next layer in the network. The network configuration is
initialized by providing the mlconfig file [14] that holds information about the
network configuration, learning and training parameters.

Once the model configuration is loaded using the mlconfig file, the training
process can be started by defining the number of epochs, or by defining the early
stopping criteria. The training process can be monitored by reading the training
progress information. The information helps the user to decide the training process
converging at the expected speed, or when to stop the training process in order to
prevent model overfitting. The training module that shows training history is shown
in Fig. 4.21. The model deployment is the last phase of the ML cloud solution, and
defines several options that can be used for different scenarios. The most common
option is to generate a simple web service that contains the implementation of
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Fig. 4.22 Architecture of an ML cloud solution

the model evaluation. The web service returns the model output in an appropriate
format. The model can also be deployed in Excel, to allow the model to behave as
an Excel formula. Excel deployment is achieved by implementing additional Excel
add-in. The deployment ML model in Excel is usually suitable when dealing with
the input data which is relatively easy to represent in Excel.

The complete cloud ML solution is depicted in Fig. 4.22. To implement such
a cloud solution, Microsoft Azure Cloud [21] platform can be used. By using
the ANNdotNET open source computer program, it is possible to transform data
and prepare it for training. Moreover, ANNdotNET provides components for
training, evaluation, testing, and deploying deep learning models. Its components
can be used in similar cloud solutions depicted in Fig. 4.22, particularly for “data
transformation” and “deep learning” cloud solution components.
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Chapter 5
RETRACTED CHAPTER:
Context-Aware Location
Recommendations for Smart Cities

Akanksha Pal and Abhishek Singh Rathore

Abbreviations

IoT Internet of Things
LBSN Location-Based Social Networks
ML Machine Learning

Introduction

Smart cities are due for a technical upgrade. With the help of machine learning
(ML), for example, a smart city’s system can tell waste haulers when garbage cans
need to be emptied and smart buildings can alert maintenance staff of impending
repair requirements. In a smart city, ML can greatly change the morning commute
by analyzing real-time traffic and managing traffic lights with the help of cameras
and sensors, thus reducing travel time and congestion.

In agriculture, a smart city’s network provides optimized information and an
expanded computing capacity with millions of inputs. With the help of ML, recent
prototypes are able to autonomously navigate a farm to identify all plant types and
remove only the weeds. ML also has shortened the distance between cities and
farms. Urban planners and farmers are better able to make the right decision for
planting dates with minimum resources and energy.
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Like ML, recommendation systems also play an important role in smart cities.
The smart city is a product of advanced development in the new era of information
technology, where technological solutions are being developed to deal with the
challenges of the city. Location recommendations are a vital part of making cities
smart. Users may not always be decisive about choosing a location to visit. Thus, a
location recommendation program that is able to observe the user’s preferences can
suggest a nearby location. For example, applications can be developed to suggest
dining establishments based on a user’s location, past experiences, ratings, and
reviews. Similarly, a route recommendation program can provide travel time and
a fuel-efficient route based on a user’s live location and destination [1].

In their daily lives, people depend on the recommendations of family, friends,
media, and social networks, among others. Recommendations are also provided by
many e-commerce websites, especially location recommendations. The recommen-
dation system can provide a variety of locations in which it believes the user will
be interested. This system saves the user time by providing quick information and
recommendations by knowing the user’s interests and favorites [2, 3].

Location recommendation systems suggest places, routes, and events to users
based on two primary considerations: 1) spatial data (e.g., the user’s current
location, travel route, nearest prominent sites) and 2) the user’s preferences and
past history of visits. An algorithm then computes the relevance of nearby objects
and suggests the ones with the highest probabilities.

Location-based social networks (LBSNs), such as Facebook and Twitter, also
track users’ locations and preferences. In addition, marketing companies often
provide this service to their users. These systems can filter information based on
searches, social links, previous check-ins, other customer ratings, and previous rat-
ings given by the user. LBSNs also use this information to provide recommendations
for places and events to other connected users. Google Places is a popular example
of a recommendation system that offers its users relevant suggestions for nearby
locations they can visit.

One of the challenges faced by recommendation systems and similar big data
applications is the copious amounts of data that have to be filtered and which data
sets or sources to use. These systems can be studied with respect to classifications
based on the data source, the method or algorithm selected (content-based, link-
based, or collaborative methods), and the purpose of the recommendation. Other
studies also considered sentiments (e.g., trust, friendship ties) that influence a
user’s acceptance of recommendations in order to develop more accurate systems.
The outcomes—how much these recommendations actually influence a user’s
experiences and decisions—are also worth analyzing.

The Internet of Things (IoT) is defined as a group that contains users, computing
devices, and objects that are interlinked or related to each other. These objects
can transfer data over the internet without the need for any human or computer
interaction. Smart televisions and smart security systems are some examples of IoTs.
For example, when a smart security system detects an intruder, it will automatically
inform the owners and send a message to the local police, without requiring any
permission or instructions from a human. IoTs are widely used in smart city
applications, medical applications, security, industry, and homes. An IoT-based
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medical systems may be one of the most important application. Such a system
makes use of the 5G technology in newer medical devices, which can react and
interact with different sensors through safe wireless medical sensor networks.

IoT is widely used in cloud-based applications to provide a secure application
that can avoid faulty data. It also plays an important role in creating smart homes.
People with disabilities and elderly people can use this technology to provide smart
assistance, such as voice control that is connected to a hearing aid. This technology
also can assist blind persons with their surroundings and objects around them. In
addition, it plays an important role in industrial applications by operating process
controls and operator tools, as well as regularly checking the safety and security of
the industry through the data from the information systems.

Existing Frameworks

In this section, we briefly discuss previously published work in this field. Wang et al.
[3] discussed ML and data mining as tools for recommendation systems. Bian and
others [4] attempted to implement a collaborative filtering method that was focused
on the interests and behavior of customers. Linden [4] took the user’s past history
of purchases and businesses, as well as knowledge of their likes and patterns, to
recommend new products or places.

Other algorithms that have been discussed in research publications are the
K-mean algorithm, which was validated for social networking websites [5] and
matching graphs. G.L.P. [6] designed recommendation systems by finding a measure
of similarity after applying the k-mean algorithm. Kwon [7] described an innovative
method that was a cross between collaborative filtering and cluster methodologies.

Yan Zhao [8] analyzed a user’s location data along with contacts in a location
recommendation application to suggest friends. Liangbin Yang [9] used contact
data via the filtering method to design a more efficient procedure. A hybrid was
introduced by Zhiwei Deng [10] for big datasets, which was a cross between
content-based and FOF algorithms.

Fei Yu solved a problem related to the large amount of user data available
by using a greedy algorithm [11]. Zhen Zhang analyzed recommendations using
a binary classification algorithm, whereas Zhou Zhang solved recommendation
systems as problems of total probability and FRUTAI [12, 13]. An even more
complex approach by L.T. Nguyen inferred a user’s opinion or inclination about
friends in order to give friend suggestions on social networking sites [14].

A unique approach was taken by Linke Guo in which user information, interests,
and traits were used to find friends among strangers connected by a multiple-
node chain of friends [15]. Fizza Abbas [16] based recommendation systems on
trust factors and the relation of trust with the probability of users accepting a
recommendation. She proposed a recommendation system based on computing a
measure of trust by looking at friend chains and reliability based on the social
platform. Privacy and security are also needed for smart cities [17, 18].
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Another unique solution was given by Pankaj L. Pingate [19], who developed a
recommendation system based on similar interests and lifestyles instead of social
relations. Similar work regarding ML-based smart cities has been published in
various papers [20].

Proposed Work

Context-awareness systems have been a growing research field, especially for
recommendations, information recovery, and auto-adoptive applications. The basic
element in these emerging standards is the concept of context [21]. The concept of
context is presented through a context metamodel and a proposed architecture of
such a model in Figs. 5.1 and 5.2.

In the model, context is defined as a combination of different forward-facing
groups of properties: the channel, location, and time description of the user and the
system. System activity describes the system states and a user profile to explain
the user information in detail. The channel defines the medium by which the
information of the context can be transmitted. The system activity describes the
system states, such as if it is on standby or in any other state. The location
and time descriptions identify the position of the user—that is, where the user
is located while interacting with the application. The user profile is structured,
organized, maintained, and collected information. Many similar models have also
been proposed to make cities smarter, especially with recommendation systems
using ML algorithms.

A newly proposed approach for a trust-based location recommendation [22]
depends on the following five main measurement stages:

1. Weight measurement
2. Edge trust measurement
3. Node trust measurement
4. Edge influence measurement
5. Node influence measurement

This approach is applied to the directed graphs—that is, G (V, E), where V is
a set of nodes representing friends in a social network and E is a set of edges
representing relationships between those friends. Each edge is assigned a value,
known as a weight value, to describe the related attributes of friends. Although the
friendship strength weight between two nodes, fi and fj, is constant, their measured
values differ because of unbalanced friendship relations (Fig. 5.3).

The proposed approach presented in the above algorithm follows the following
procedure: for each fi in G, let the weight represent the calculated correlation value
between fi and fj. In the following step, this weight is used to calculate the edge
trust, which represents the trust fi has in fj. Later, the node trust is calculated as
the measurement that trust fi has on the whole network [22]. Depending on the
calculated edge trust and considering the number of common visited locations

RETRACTED
CHAPTER



5 RETRACTED CHAPTER: Context-Aware Location Recommendations for. . . 109

[1
.1

] h
as

 
Co

nt
en

t
[1

.1
] o

f 
U

se
r

[1
.*

]h
as

[1
.*

]h
as

Lo
ca

�o
n

[0
.1

]h
as

Ph
ys

ic
a

lL
oc

a�
on

[1
.*

]h
as

Ch
an

ne
l

[1
.*

]h
as

Ap
pP

ro
to

co
l

[1
.*

]h
as

N
et

w
or

k

[1
.*

]h
as

De
vi

ce

[0
.1

]h
as

Po
li�

ca
lL

oc
a�

on

U
se

r_
Pr

ofi
le

Co
nt

ex
t

Ti
m

e 
: E

Da
te

Lo
ca

�o
n_

Ti
m

e

GP
S 

Po
si�

on
 : 

St
rin

g

Ph
ys

ic
al

 L
oc

a�
on

F_
N

am
e:

St
rin

g

P_
N

am
e:

St
rin

g

Da
te

If 
: D

at
e

Ge
nd

er
 : 

St
rin

g

St
a�

c

Pe
rs

on
al

 : 
St

rin
g

Ex
pe

r�
se

 : 
St

rin
g

Ro
le

: S
tr

in
g

Ac
�v

ity
: S

tr
in

g

Hi
st

or
y:

 S
tr

in
g

Ru
le

s:
 S

tr
in

g

Pr
ef

er
en

ce
s:

 S
tr

in
g

DY
N

St
at

e:
Sy

sS
ta

te

Sy
s_

Ac
�v

ity

Co
un

tr
y:

 S
tr

in
g

Ci
ty

: S
tr

in
g

St
re

et
: S

tr
in

g

Po
li�

ca
lL

oc
a�

on

Ch
an

ne
l

Ap
pl

ic
a�

on
Pr

ot
oc

ol

De
vi

ce

N
et

w
or

k

[1
.1

] 
[1

.1
] 

F
ig

.5
.1

C
on

te
xt

m
et

am
od

elRETRACTED
CHAPTER



110 A. Pal and A. S. Rathore
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Fig. 5.2 Proposed architecture
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Fig. 5.3 Experimental friendship strength between nodes. Source: https://ieeexplore.ieee.org/
document/8265107

between every two friends in the network, another parameter is measured: the edge
influence, which represents the impact of one friend on the second. The weight is
calculated as follows:

Weight
(
fri, frj

) = cor
(
friattr, frjattr

)

Algorithm 1 Trust-Based Location Recommendation Algorithm
1: vec1 ← vector holds each friend ID and weight

2: res1 ← vector holds the weight value for each friend in vec1
3: vec2 ← vector holds the row ID for each two connected friends
4: res2 ← vector holds the edge trust for each friend in vec2
5: res3 ← vector holds the edge influence for each node in vec2
6: for all friends in Dataset do
7: Weight(fi, fj) = cor (fiattr, fjattr)
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8: end for
9: for all friends in Dataset do
10: vec1 = Dataset[rowID, (“fi”,”Weight”)]
11: res1 = Dataset[which(“fi” == vec1[1]), ”Weight”]
12: Dataset[rowID, “EdgeTrust ”] = vec1[2]/sum(res)
13: end for
14: for all friends in Dataset do
15: vec2 = Dataset[rowID, c(“fi”,”fj”)]
16: res2 = Dataset[which(“fj”==vec2[1]),”EdgeTrust ”]
17: Dataset[rowID, “NodeTrust”] = sum(res2)
18: for all friends in Dataset do
19: vec2 = (Dataset[rowID, c(“fi”, “fj”)])
20: counterpart = Dataset[which(“fi”=vec2[2] and
“fj”=vec2[1]), “EdgeTrust”]
21: Dataset[rowID,“EdgeInfl”] = Dataset[rowID,“RecRate”]*counterpart
22: end for
23: for all friends in Dataset do
24: vec2 = Dataset[rowID,c(“fi”,“fj”)]
25: res3 = Dataset[which (“fi” = vec2[1]), “EdgeInfl”]
26: Dataset[rowID,“NodeInfl”] = sum(res3) * Dataset[rowID,“NodeTrust”]
27: end for

Trust is an important aspect in defining the strength and deepness of a relation-
ship. A highly trusted friend’s recommendation seems likely to be accepted by the
other. There are two types of trust in the above proposal: edge trust and node trust.

Edge trust is the trust value each friend has in the other. If the data set has m
values, then the edge trust can be calculated as follows:

EdgeTrust
(
fri, frj

) = Weight
(
fri, frj

)
/
∑
x=1

m
Weight (fri , frx)

Node trust is the measure of trust a friend has in a social network. This can be
calculated as the sum of all the trust values that other friends have in the subject
friend. Simply, it can be written as follows:

NodeTrust (fri) =
∑
x=1

m
EdgeTrust (frx, fri)

In smart cities, such algorithms are helpful because users tend to visit places
recommended by the recommendation applications, then leave feedback on the
applications, which helps to improve the recommendation and hence increases its
trust among the users. This could be useful for both place recommendations and path
recommendations. Path-recommending applications can use different algorithms
to measure the shortest path depending upon the user’s live location and desired
destination [1]. There are many options depending upon the different complexities
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and the use of weighted and unweighted graphs. Some of more commonly used
approaches are Dijkstra’s algorithm, the Bellman-Ford algorithm, and breadth-first
search.

Discussion

Popular sites such as Rotten Tomatoes and YouTube, which has by far the largest
community, use recommendation systems for users. These sites employ a user’s
history of watched or searched videos to provide future suggestions. Facebook takes
a user’s friend links to provide friend suggestions. However, these are not always the
most accurate approaches. Sites such as Amazon and Flipkart analyze and compare
personality traits for better results. In this case, when a person logs into a website,
the person’s search history is obtained by cookies. The history is studied and the
data are fed into the recommendation systems of the websites, which suggests
several options that the user may like. In addition, products that a user searches
for on shopping websites can be shown in advertisements while the user is viewing
Facebook or Instagram. This is also done with the help of recommendation systems.

The method proposed in this chapter is an important feature for smart city devel-
opment. Using recommendation systems based on a ML model will provide accurate
and fault-free methods compared to other available recommendation systems. These
types of recommendation systems can be used in medical applications, activity-
tracking watches that provide helpful suggestions for the person’s fitness based on
history, and security systems. They can also be used in devices for disabled people
that record and study a person’s daily routines, allowing the system to provide better
assistance for them.

Smart televisions automatically suggest programs and display these suggestions
based on their recommendation systems. Recommendation systems are also used
in transportation systems; for example, when a person starts a car and enters his
or her location, the system automatically collects the user’s previous history and
suggests a number of routes for travelling. If the person had used inexpensive modes
of transportation in the past, then it also could show various ways to reach the
destination at low cost.

These examples mostly make use of location recommendation systems, which
contain data obtained from a person’s history. When these data are fed into the
machine model, it produces results that are suggested to the user.

Conclusion

In this chapter, we demonstrated the importance of location recommendation
systems for smart cities, which are based on IoT using machine learning. Although
recommendation systems are being studied extensively, few approaches consider
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that the proposed algorithms might have more trust and influence on network
members. In this work, we suggest that the following components of a location
recommendation system are important to users: public feedback, live location,
frequency of visits to a specified place, and the level of trust in one place. These
algorithms can be updated accordingly based on the results of future studies.
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Chapter 6
Fractional Derivatives for Edge
Detection: Application to Road Obstacles

Roy Abi Zeid Daou, Fabio El Samarani, Charles Yaacoub, and Xavier Moreau

Introduction

Sensor networks and the Internet of Things (IoT) [1] are key technologies towards
the development of smart cities. While sensing, processing, and communicating data
have long been studied, adapting conventional technologies to modern contexts and
requirements such as large data volume, high data mobility, and real-time processing
is a challenging issue. Different challenges in realizing intelligence in smart cities
have been addressed in [2]. Optimizing data delivery within limited resources in
highly dynamic topologies is investigated and proposed in [3] and a platform for
securing the delivery process of sensed data is presented in [4].

On the other hand, the last decade has witnessed a rise in autonomous vehicles
technology, driving towards a paradigm shift in transportation systems [5]. Since
the development of vehicle intelligence is key in reducing congestion, pollution and
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accidents, while at the same time, improving mobility, we focus in this chapter on
detecting road obstacles for driverless control of vehicles in the context of smart
transportation and safe cities.

The use of powerful computational software and fast hardware processors has
made image processing a main ingredient in several control systems due to the
precision and low cost it offers compared to other similar sensing systems.

On the other hand, fractional calculus has recently emerged in various engineer-
ing fields due to the good results and robustness such computation has offered to
different fields, such as electrical engineering [6, 7], automotive engineering [8, 9],
heat diffusive interfaces [10–12], signal processing and filtering [13–15], and many
others [16].

Although fractional calculus is a very old mathematical idea that was raised
in letters exchanged between L’Hopital and Leibniz in 1695 [17, 18], the first
application in this domain remained absent until 1975 when Oustaloup implemented
a controller of order 3/2 in order to direct a laser beam [19].

Thus, the main objective of this work is to implement this calculation technique
for edge detection. This technique will be applied on some gradient-based edge
detection methods. Integer order and fractional order approaches will be applied
to images containing road obstacles. We have chosen to treat such images as the
obstacles found on roads are of major concern and can lead to car accidents resulting
in severe injuries and deaths, especially when driving at high speeds. Thus, the
automatic identification of these obstacles would gain a great deal of importance
if exploited in the context of autonomous driverless vehicles and safe cities.

Three different types of road obstacles have been identified so far: speed bumps,
speed humps, and speed cushions. Other road uncertainties have also been classified
as road cracks and potholes; however, these latter are beyond the scope of this
chapter and will be treated in a future work. The fractional order and the integer
order detection methods, based this time on Sobel gradient technique, will be
implemented in order to detect the first three already listed obstacles, that is, bumps,
humps, and cushions. Both methods will be compared in terms of edge detection
performance and computational load.

No similar research has been conducted so far. In fact, fractional order filters
have been used for specific operations such as feature extraction and segmentation
[20–22]. As for road obstacles detection, no remarkable works have been identified,
mainly based on conventional imaging. However, some research has been published
in this domain based on different sensing tools as laser scanners, lidar, and radars
[23–26].

Hence, this chapter presents a novelty in the way of detection of road abnor-
malities using fractional calculus techniques. In addition, the classification of these
abnormalities was not also found in the state of the art.

Thus, this chapter is organized as follows: in Sect. 6.2, an overview of the
fractional calculus and its applications in the different engineering domains is
be presented. In addition, some mathematical definitions for the integration and
derivative are also mentioned. Section 6.3 presents the edge detection techniques.
At this stage, the integer-order methods are explored. They are classified based
on gradient derivation techniques (the Laplacian techniques are not treated in this
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chapter). In addition to that, the computations of the fractional order filters are
also presented at this level. In Sect. 6.4, the edge detection techniques are applied
to identify road abnormalities, mainly humps, bumps, and cushions. Results are
discussed in Sect. 6.5, whereas the applications that can exploit these results are
proposed in Sect. . Finally, Sect. 6.7 summarizes the achieved work and proposes
some ideas which may enrich the whole work.

Overview of the Fractional Calculus

As already mentioned in the introduction, the idea of fractional calculus is very old
and dates back to three centuries. This idea was based on some letters exchanged
between two well-known mathematicians at that era, L’Hopital and Leibniz,
concerning the significance of this derivative and how it would be implemented
in a real system. The answer to that question came after 280 years when the first
application concerning this idea was implemented. It was physically embedded
within a controller of order 3/2.

Since then, the applications involving fractional calculus have increased dra-
matically due to the success such systems have shown compared to the integer
order systems. These applications have treated process identification, modeling, and
control [27].

Concerning the identification and the modeling parts, it has been shown that
many transfer functions of systems are modeled using fractional order components
as the heat diffusive phenomenon in homogeneous metals [28, 29], viscous–thermal
losses in pipelines [30], chaotic systems [31, 32], expiration and transpiration of the
lungs [33], muscle contraction and relaxation [34], and drug effects [35].

As for the control, lots of fractional order controllers have been developed.
The first one was the CRONE (French acronym of “Commande Robuste d’Ordre
Non Entier,” which signifies non-integer order controller) controller [36]. Then, an
upgraded version of the PID has shown the integration of fractional order integrator
and derivative to get the PIλDμ [37]. Other controllers have also shown a shifting
towards the fractional calculus as the sliding mode control (SMD) [38], the adaptive
controllers [39], and the observers [40].

As for the physical implementation of these controllers, Oustaloup has shown in
1995 an innovative way to present a fractional order integration or derivative using
a series of resistors (R) and capacitors (C) in two different arrangements: gamma
RC arrangement and parallel arrangement of RC elements placed in series. The
values of the components are computed after defining some recursive and real poles
and zeros which represent the rationalized transfer function. Note that four cells are
enough to represent any fractional order system. Interested readers can refer to the
following references for more details: [41–43].

Recently, fractional calculus has emerged in new engineering domains as the
modelling of earthquake and seismic problems [44, 45], the economical market
model [46, 47], and many others.
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As for the research in this field, the increasing number of books, journals,
conferences, and publications discussing fractional calculus and/or applications has
shown a global interest in the research community, mainly due to the results this
mathematical tool has been delivering in lots of domains and the numerical and
analytical methods found to help such computations [48].

Going back to the core of this chapter, fractional calculus has been recently
applied to image processing. Few published works present the procedure and
compare the results between the integer-order and the fractional-order methods.
Before 2010, most papers treating this research topic focused on the use of fractional
Fourier transform for compression and encryption [49, 50]. After that, the fractional
calculus tool was used for denoising [51, 52] and segmentation [53].

Concerning edge detection, few studies have implemented fractional tools trying
to improve the already existent techniques. In 2003, Mathieu et al. presented a
fractional differentiation method for edge detection without relying on gradient
and Laplacian techniques. The obtained results showed that the edges are getting
thinner. However, the proposed method was only applied over some mathematical
functions as 2D and 3D parabolic forms [54]. In 2010, Yang et al. proposed a
new edge detection operator. The proposed YE&YANG operator was compared
to Canny and CRONE operators and it has been shown that this new technique
eliminates the smoothing preprocessing and provides a new approach to tune the
compromise between noise immunity and detection accuracy [55]. Nowadays,
several researchers work in this domain, mainly ElAraby et al. [56], Hacini et al.
[21], and Wang et al. [23, 24].

As for the relevant applications, most works related to image processing, in
particular to edge detection, are applied to medical domain for feature extraction
as the case of MRI brain image processing [57], cardiac ultrasound image [58], and
Alzheimer disease on MRI images [59].

Concerning obstacle avoidance, some works have been achieved using fractional
calculus applied for the classification [60] or for the control part of the system
[61]. Thus, so far, road obstacles have not been approached using edge detection
techniques, more precisely using fractional edge detection tools; this idea will
constitute the originality of this work.

Edge Detection Techniques

In image processing, an edge is an intentionally abrupt change in intensity, in
contrary to noise (undesirable effect) [62]. This definition leads to the use of
derivations in order to localize edges in an image. Edge detection methods are many.
Actually, spatial edge detection techniques can be grouped into two main categories:
gradient and Laplacian.

The first method is based on the use of first order derivative in order to define
the edge whereas the second method relies on the use of two successive derivations
(i.e., second order derivative) in order to find the edge. Each one has its advantages
and limitations and several techniques have been developed while using these
mathematical operations.
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Gradient-based methods rely on the first derivative of an image in order to detect
its edges. Some of the algorithms based on the gradient are Roberts, Prewitt, and
Sobel [63, 64].

The Laplacian uses the zero crossings in the second derivative of an image. Some
of the methods based on the Laplacian method are Marr–Hildreth, LoG (Laplacian
of Gaussian), and Canny [65].

Later on, we will concentrate on the first approach only as the fractional
computation will be applied to the three already listed methods (Roberts, Prewitt,
and Sobel). As for the Laplacian fractional methods, they will be presented in a
future work.

Conventional Methods

The algorithm for gradient methods is shown in Fig. 6.1. In this flowchart, one can
notice that the input image is first converted to an intensity image (or gray scale
image), before its convolution with the vertical and horizontal masks, each apart.
The last phase consists of summing up the absolute value of the results containing,
respectively, the vertical and the horizontal edges to get the output image with edge
pixels obtained after a thresholding operation.

Concerning Roberts method, it was introduced in 1965. It executes, on an image,
an easy and fast 2D spatial gradient calculation. This process sheds light on high

Fig. 6.1 Flowchart of the gradient methods (Roberts, Prewitt, and Sobel)
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Table 6.1 Roberts masks +1 0 0 +1
0 −1 −1 0

Ix Iy

Table 6.2 Prewitt masks −1 −1 −1 −1 0 +1
0 0 0 −1 0 +1

+1 +1 +1 −1 0 +1
Ix Iy

spatial frequency areas, including edges. Each value of the output pixels at a precise
point corresponds to the absolute estimated magnitude of the gradient at this point
of the input image [66]. In this method, Roberts uses two masks as shown in Table
6.1. One is similar to the other but rotated by 90◦.

These masks are arranged to mark, in the best way, the edges located at 45◦
to the grid of pixels; one mask for each of the axes. These masks can covert the
image separately and give two separate measurements, each for an orientation (Ix for
vertical and Iy for horizontal directions). The next step consists of the combination
of the two measurements in order to define the absolute magnitude of the gradient
at every point to define whether the pixel is an edge or not. Thus, some calculations
have to be made. The magnitude is given by:

|G| =
√

G2
x + G2

y, (6.1)

where Gx and Gy are the result of filtering the image with Ix and Iy, respectively.
In order to facilitate the computation and make it faster, we can simplify the

above expression and estimate it as follows:

| G |=| Gx | + | Gy | . (6.2)

Also, the angle of orientation is estimated as follows:

θ = tan−1 (Gy/Gx

)− 3π/4. (6.3)

In general, orientations are not as useful as gradient magnitude for edge
detection, but they do complement the information extracted from an image using
the magnitude of the gradient [67].

Thus, the algorithm determines if a pixel is an edge or not. In fact, by thresholding
the result, pixels where we have a remarkable change in intensity are marked as
edges, while the remaining non-edge pixels are nulled.

As for Prewitt, this method computes an estimation of the gradient of the intensity
function of an image. It is a 2D gradient operator (shown in Table 6.2) applied in
both vertical and horizontal directions. However, this approximation is quite basic,
particularly when using images with high frequency alternations [68].
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Table 6.3 Sobel masks −1 −2 −1 −1 0 +1
0 0 0 −2 0 +2

+1 +2 +1 −1 0 +1
Ix Iy

The masks for this algorithm, shown in Table 6.2, are of a 3 × 3 size; one mask
is similar to the other but rotated by 90◦. They are designed to give better results for
edges that run horizontally (Ix) and vertically (Iy) relative to the pixels grid [69].

The magnitude follows the same calculation as Roberts’ method but the angle of
orientation for Prewitt is different, it is equal to:

θ = tan−1 (Gy/Gx

)
. (6.4)

As for Sobel edge detection method, it was developed in 1970. It finds edges
using Sobel approximation to the derivative. It follows the edges on these points
where the highest gradient is located [70]. This procedure is performed on a 2D level
so it marks the areas with the highest frequency equivalent to edges. It is basically
similar to Prewitt’s method, where the only two differences are the masks displayed
in Table 6.3, and the orientation.

2 × 2 masks are of simpler conception, but they are not as useful for computing
edge direction as masks that are symmetric about the center point; the smallest of
which are of size 3 × 3. The main advantage in this case is by using a mask with
an odd size; the operator will be centered, and we will get an estimate based on the
center pixel.

Fractional Methods Implementation

Many definitions have been proposed concerning the fractional derivation and
integration, from among the ones listed by well-known mathematicians that have
worked on this idea, as Riemann–Liouville (R-L), Grümwald–Letnikov (G-L), and
Caputo [17]. Each one of them has defined a relation for the fractional order
differentiation. Thus, the integration of the fractional calculus consists of calculating
new masks, other than the ones shown in Tables 6.1, 6.2, and 6.3, while using the
G-L technique. In the following, the new masks will be defined for the already listed
methods.

Before computing the new masks for Roberts, Sobel, and Prewitt edge detection
methods, let us define the context of our work: having a function f (x, y) and σ being
the order of the fractional differential, computing the fractional partial differential
equation, based on G-L, can be represented as follows, for the x and y orientations:
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∂σ (f (x, y))

∂xσ
= f (x, y) − σf (x − 1, y) − σ (−σ + 1)

2
f (x − 2, y)

− σ (−σ + 1) (−σ + 2)

6
f (x − 3, y) ,

(6.5)

∂σ (f (x, y))

∂yσ
= f (x, y) − σf (x, y − 1) − σ (−σ + 1)

2
f (x, y − 2)

− σ (−σ + 1) (−σ + 2)

6
f (x, y − 3)

(6.6)

With Roberts method for first order derivative, one can obtain the filter output
given the original filter masks as:

Gx = f (x − 1, y − 1) − f (x, y) , (6.7)

and

Gy = f (x − 1, y + 1) − f (x, y) . (6.8)

Applying a fractional order derivation on Gx, with an intensity factor of ½ [57]:

Gx
σ = 1

2

(
∂σ (f (x − 1, y − 1))

∂xσ
− ∂σ (f (x, y))

∂xσ

)
. (6.9)

Therefore, applying (6.5) on the two terms in (6.9), one can get:

∂σ (f (x − 1, y − 1))

∂xσ
= f (x − 1, y − 1) − σf (x − 2, y − 1)

− σ (−σ + 1)

2
f (x − 3, y − 1)

− σ (−σ + 1) (−σ + 2)

6
f (x − 4, y − 1) ,

(6.10)

and

∂σ (f (x, y))

∂xσ
= −f (x, y) + σf (x − 1, y) + σ (−σ + 1)

2
f (x − 2, y)

+ σ (−σ + 1) (−σ + 2)

6
f (x − 3, y) .

(6.11)

Given (6.10) and (6.11), a new mask Ix can be obtained for Gx
σ as represented

in Table 6.4.
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Table 6.4 Fractional order
Roberts filter mask Ix

Offset : x ↓ y→ −1 0

−4 − σ(−σ+1)(−σ+2)
12 0

−3 − σ(−σ+1)
4 − σ(−σ+1)(−σ+2)

12

−2 − σ
2 − σ(−σ+1)

4

−1 1
2 − σ

2

0 0 1
2

Table 6.5 Fractional order Roberts filter mask Iy

Offset : x ↓ y→ −3 −2 −1 0 1

−1 0 − σ(−σ+1)(−σ+2)
12 − σ(−σ+1)

4 − σ
2

1
2

0 − σ(−σ+1)(−σ+2)
12 − σ(−σ+1)

4 − σ
2

1
2 0

Similarly, Gy
σ can be calculated as follows:

Gy
σ = 1

2

(
∂σ (f (x − 1, y + 1))

∂yσ
− ∂σ (f (x, y))

∂yσ

)
, (6.12)

with its two terms expressed as:

∂σ (f (x − 1, y + 1))

∂yσ
= f (x − 1, y + 1) − σf (x − 1, y)

− σ (−σ + 1)

2
f (x − 1, y − 1)

− σ (−σ + 1) (−σ + 2)

6
f (x − 1, y − 2) ,

(6.13)

and

∂σ (f (x, y))

∂yσ
= −f (x, y) + σf (x, y − 1) + σ (−σ + 1)

2
f (x, y − 2)

+ σ (−σ + 1) (−σ + 2)

6
f (x, y − 3) .

(6.14)

The resulting filter mask Iy that yields Gy
σ when convolved with the image f (x,

y) is thus (Table 6.5):
With Prewitt kernels, gradient components Gx and Gy can be expressed as:

Gx = −f (x − 1, y − 1) − f (x − 1, y) − f (x − 1, y + 1) + f (x + 1, y − 1)

+ f (x + 1, y) + f (x + 1, y + 1) ,

(6.15)
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and

Gy = −f (x − 1, y − 1) − f (x, y − 1) − f (x + 1, y − 1) + f (x − 1, y + 1)

+ f (x, y + 1) + f (x + 1, y + 1) .

(6.16)

Applying G-L formulas in (6.5) and (6.6)–(6.15) leads to Gx
σ as expressed in

(6.17):

Gx
σ = −1

2

∂σ f (x − 1, y − 1)

∂xσ
− 1

2

∂σ f (x − 1, y)

∂xσ
− 1

2

∂σ f (x − 1, y + 1)

∂xσ

+ 1

2

∂σ f (x + 1, y − 1)

∂xσ
+ 1

2

∂σ f (x + 1, y)

∂xσ
+ 1

2

∂σ f (x + 1, y + 1)

∂xσ
.

(6.17)

Developing the different terms in (6.17) yields:

−1

2

∂σ f (x − 1, y − 1)

∂xσ
= −1

2
f (x − 1, y − 1) + σ

2
f (x − 2, y − 1)

+ σ (−σ + 1)

4
f (x − 3, y − 1)

+ σ (−σ + 1) (−σ + 2)

12
f (x − 4, y − 1) ,

(6.18)

−1

2

∂σ f (x−1, y)

∂xσ
= −1

2
f (x − 1, y) + σ

2
f (x − 2, y) + σ (−σ + 1)

4
f (x − 3, y)

+ σ (−σ + 1) (−σ + 2)

12
f (x − 4, y) ,

(6.19)

−1

2

∂σ f (x − 1, y + 1)

∂xσ
= −1

2
f (x − 1, y + 1) + σ

2
f (x − 2, y + 1)

+ σ (−σ + 1)

4
f (x − 3, y + 1)

+ σ (−σ + 1) (−σ + 2)

12
f (x − 4, y + 1) ,

(6.20)
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1

2

∂σ f (x + 1, y − 1)

∂xσ
= 1

2
f (x + 1, y − 1) − σ

2
f (x, y − 1)

− σ (−σ + 1)

4
f (x − 1, y − 1)

− σ (−σ + 1) (−σ + 2)

12
f (x − 2, y − 1) ,

(6.21)

1

2

∂σ f (x + 1, y)

∂xσ
= 1

2
f (x + 1, y) − σ

2
f (x, y) − σ (−σ + 1)

4
f (x − 1, y)

− σ (−σ + 1) (−σ + 2)

12
f (x − 2, y) ,

(6.22)

1

2

∂σ f (x + 1, y + 1)

∂xσ
= 1

2
f (x + 1, y + 1) − σ

2
f (x, y + 1)

− σ (−σ + 1)

4
f (x − 1, y + 1)

− σ (−σ + 1) (−σ + 2)

12
f (x − 2, y + 1) .

(6.23)

As for the representation of Gy
σ , it can be expressed as:

Gσ
y = −1

2

∂σ f (x − 1, y − 1)

∂yσ
− 1

2

∂σ f (x, y − 1)

∂yσ
− 1

2

∂σ f (x + 1, y − 1)

∂yσ

+ 1

2

∂σ f (x − 1, y + 1)

∂xσ
+ 1

2

∂σ f (x, y + 1)

∂yσ
+ 1

2

∂σ f (x + 1, y + 1)

∂yσ
,

(6.24)

with its different terms expressed as follows:

−1

2

∂σ f (x − 1, y − 1)

∂yσ
= −1

2
f (x − 1, y − 1) + σ

2
f (x − 1, y − 2)

+ σ (−σ + 1)

4
f (x − 1, y − 3)

+ σ (−σ + 1) (−σ + 2)

12
f (x − 1, y − 4) ,

(6.25)
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−1

2

∂σ f (x, y − 1)

∂yσ
= −1

2
f (x, y − 1) + σ

2
f (x, y − 2)

+ σ (−σ + 1)

4
f (x, y − 3)

+ σ (−σ + 1) (−σ + 2)

12
f (x, y − 4) ,

(6.26)

−1

2

∂σ f (x + 1, y − 1)

∂yσ
= −1

2
f (x + 1, y − 1) + σ

2
f (x + 1, y − 2)

+ σ (−σ + 1)

4
f (x + 1, y − 3)

+ σ (−σ + 1) (−σ + 2)

12
f (x + 1, y − 4) ,

(6.27)

1

2

∂σ f (x − 1, y + 1)

∂yσ
= 1

2
f (x − 1, y + 1) − σ

2
f (x − 1, y)

− σ (−σ + 1)

4
f (x − 1, y − 1)

− σ (−σ + 1) (−σ + 2)

12
f (x − 1, y − 2) ,

(6.28)

1

2

∂σ f (x, y + 1)

∂yσ
= 1

2
f (x, y + 1) − σ

2
f (x, y) − σ (−σ + 1)

4
f (x, y − 1)

− σ (−σ + 1) (−σ + 2)

12
f (x, y − 2) ,

(6.29)

1

2

∂σ f (x + 1, y + 1)

∂yσ
= 1

2
f (x + 1, y + 1) − σ

2
f (x + 1, y)

− σ (−σ + 1)

4
f (x + 1, y − 1)

− σ (−σ + 1) (−σ + 2)

12
f (x + 1, y − 2) .

(6.30)

Therefore, filter masks Ix and Iy used to compute Gx
σ and Gy

σ based on initial
Prewitt kernels can be expressed as shown in Tables 6.6 and 6.7, respectively.
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Table 6.6 Fractional order Prewitt mask Ix

Offset : x ↓ y→ −1 0 1

−4 σ(−σ+1)(−σ+2)
12

σ(−σ+1)(−σ+2)
12

σ(−σ+1)(−σ+2)
12

−3 σ(−σ+1)
4

σ(−σ+1)
4

σ(−σ+1)
4

−2 σ
2 − σ(−σ+1)(−σ+2)

12
σ
2 − σ(−σ+1)(−σ+2)

12
σ
2 − σ(−σ+1)(−σ+2)

12

−1 − 1
2 − σ(−σ+1)

4 − 1
2 − σ(−σ+1)

4 − 1
2 − σ(−σ+1)

4

0 − σ
2 − σ

2 − σ
2

1 1
2

1
2

1
2

Table 6.7 Fractional order Prewitt mask Iy

Off set : x ↓ y → −4 −3 −2 −1 0 1

−1 σ(−σ+1)(−σ+2)
12

σ(−σ+1)
4

σ
2 − σ(−σ+1)(−σ+2)

12 − 1
2 − σ(−σ+1)

4 − σ
2

1
2

0 σ(−σ+1)(−σ+2)
12

σ(−σ+1)
4

σ
2 − σ(−σ+1)(−σ+2)

12 − 1
2 − σ(−σ+1)

4 − σ
2

1
2

1 σ(−σ+1)(−σ+2)
12

σ(−σ+1)
4

σ
2 − σ(−σ+1)(−σ+2)

12 − 1
2 − σ(−σ+1)

4 − σ
2

1
2

Table 6.8 Fractional order Sobel mask Ix

Offset : x ↓ y→ −1 0 1

−4 σ(−σ+1)(−σ+2)
12

σ(−σ+1)(−σ+2)
6

σ(−σ+1)(−σ+2)
12

−3 σ(−σ+1)
4

σ(−σ+1)
2

σ(−σ+1)
4

−2 σ
2 − σ(−σ+1)(−σ+2)

12 σ − σ(−σ+1)(−σ+2)
6

σ
2 − σ(−σ+1)(−σ+2)

12

−1 − 1
2 − σ(−σ+1)

4 −1 − σ(−σ+1)
2 − 1

2 − σ(−σ+1)
4

0 − σ
2 −σ − σ

2

1 1
2 1 1

2

As for Sobel method, the calculations are similar to Prewitt method computa-
tions. Thus, we will present the forms of the masks Ix and Iy respectively in Tables
6.8 and 6.9 for the components Gx (6.31) and Gy (6.32):

Gx = −f (x − 1, y − 1) − 2f (x − 1, y) − f (x − 1, y + 1) + f (x + 1, y − 1)

+ 2f (x + 1, y) + f (x + 1, y + 1) ,

(6.31)

Gy = −f (x − 1, y − 1) − 2f (x, y − 1) − f (x + 1, y − 1) + f (x − 1, y + 1)

+ 2f (x, y + 1) + f (x + 1, y + 1) .

(6.32)
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Table 6.9 Fractional order Sobel mask Iy

Off set : x ↓ y → −4 −3 −2 −1 0 1

−1 σ(−σ+1)(−σ+2)
12

σ(−σ+1)
4

σ
2 − σ(−σ+1)(−σ+2)

12 − 1
2 − σ(−σ+1)

4 − σ
2

1
2

0 σ(−σ+1)(−σ+2)
6

σ(−σ+1)
2 σ − σ(−σ+1)(−σ+2)

6 −1 − σ(−σ+1)
2 −σ 1

1 σ(−σ+1)(−σ+2)
12

σ(−σ+1)
4

σ
2 − σ(−σ+1)(−σ+2)

12 − 1
2 − σ(−σ+1)

4 − σ
2

1
2

Fig. 6.2 Speeds humps, bumps, and cushions

Road Obstacle Detection

As this chapter deals with the identification of road obstacles, the edge detection
technique has been chosen in order to realize this task. The different road obstacles
will be first classified then a comparative study between the integer order and the
fractional-order Sobel edge detection method will be presented.

Speed humps, bumps, and cushions are vertical elevations of the road level made
for the vehicle motion to disturb the driver and force him to pull the brakes in order
to slow down the speed of his vehicle [71].

Speed humps have a length larger than the distance between the front wheels
and the back wheels. In addition to that, their elevation increases and decreases
gradually. The top of this traffic calming can be either flat or round.

Speed bumps are more destructive, and they present a length that is much smaller
than the wheelbase. This type of traffic calming is not recommended due to its
effect on the vehicles which may cause some damages at the mechanical level of
the vehicle.

As for cushions, they are designed in a way that the emergency cars can pass
over without slowing their speed, they target only the passenger’s vehicles. In other
words, cushions and humps are similar except that cushions take into consideration
the emergency vehicles. Figure 6.2 shows the three speed delimiters.

Three images shown in Fig. 6.3 are taken into consideration representing the
types mentioned before.

Each one of them will pass through four different processing steps presented in
the flowchart in Fig. 6.4 and the result of each step will be presented separately.
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Fig. 6.3 Three different types of traffic control devices. (a) Speed hump, (b) Speed bump, and (c)
Speed cushion

EDGE
DETECTION

START

PRE-PROCESSING
FRACTIONAL

EDGE
DETECTION

CONNECTED
COMPONENT

HIGHLIGHT
AREA DETECTED

OUTPUT

Fig. 6.4 Flowchart for traffic control device detection

The first step is a preprocessing work executed on the original image. The initial
RGB image is converted into a gray scale. In addition to that, we apply a noise
reduction algorithm on the image using an averaging filter in order to obtain better
results in the upcoming processing steps.

As for the second step, it is a direct edge detection applied on the resulting
image. The already presented masks for Sobel’s method will be applied. As for
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Fig. 6.5 Edge detection using integer order of Sobel’s mask. (a) Speed hump, (b) Speed bump,
and (c) Speed cushion

Fig. 6.6 Edge detection using fractional order of Sobel’s mask. (a) Speed hump, (b) Speed bump,
and (c) Speed cushion

the fractional mask, the value for σ was chosen after several trials, and it was set to
be equal to 0.85 (for humps and cushions) or 0.6 (for bumps).

Concerning the integer edge detection method, the results of the three obstacles,
presented in Fig. 6.3, are shown in the Fig. 6.5. As for the fractional edge detection
technique, the results are presented in Fig. 6.6.

Now for the third step, edge pixels which are not part of the area of interest
and false edges will be removed. To do that, connected components are detected,
while very small components as well as non-connected components are ignored
(i.e., marked as non-edge pixels).

Figure 6.7 shows the results of the integer method after detecting connected
components and ignoring small objects, whereas Fig. 6.8 shows the outcome of
the fractional method for the three images.

The final step is to highlight the remaining white pixels in order to define the
area of interest. This domain is highlighted for the six figures of both algorithms by
using red box surrounding them.

The final result for each type in the fractional and integer methods is represented
in Figs. 6.9, 6.10, and 6.11 that show the highlighted area for the speed hump, bump,
and cushion respectively.
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Fig. 6.7 Connected component result for the integer method. (a) Speed hump, (b) Speed bump,
and (c) Speed cushion

Fig. 6.8 Connected component result for the fractional method. (a) Speed hump, (b) Speed bump,
and (c) Speed cushion

Fig. 6.9 Marked area for the speed hump. (a) Integer result, and (b) Fractional result

Results Discussion

Comparing the integer and fractional Sobel methods when detecting edges, one can
observe that the fractional method results in significantly less false edges.
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Fig. 6.10 Marked area of the speed bump. (a) Integer result, and (b) Fractional result

Fig. 6.11 Marked area of the speed cushion. (a) Integer result, and (b) Fractional result

The result in Fig. 6.5a is more accurate in detecting the shape on the hump than
the fractional method shown in the Fig. 6.6a, but, in both cases, the painting on the
speed hump can be clearly observed.

When it comes to the speed bump, one can see that the fractional detection shown
in Fig. 6.6b presents very thick edges, an effect similar to image binarization while
keeping only the regions of interest.

In the last case representing the speed cushion, one can see that in both cases
shown in Figs. 6.5c and 6.6c, the triangle shape on the speed cushion indicating
road direction is successfully highlighted.

After evaluating the results of these two edge detection approaches, their
complexity is estimated in terms of the processing time required for the simulator
to output an edge image, once an input image is available. This estimation is
performed since edge detection might be applied in a real time scenario, where
edges are detected as soon as the image is acquired in order to be used in subsequent
operations, such as controlling the braking system of a vehicle in motion. The
processing time for the speed bump, hump, and cushion according to both methods
are represented in Table 6.10.
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Table 6.10 Processing time for bump, hump, and cushion detection

Integer edge detection (in seconds) Fractional edge detection (in seconds)

Speed bump 3.613338 3.600586
Speed hump 3.868696 3.775127
Speed cushion 3.643436 3.558770

Looking at Table 6.10, it is clear that fractional edge detection gives a faster result
comparing to integer edge detection for all the three types of traffic calming devices
used in this study. According to these results, fractional edge detection presents
an average of 3.644828 s, while the integer method has an average of 3.70849 s.
According to the speed average of these two methods, the fractional edge detection
is faster than the integer method by 1.72%. It is important to mention that the
numbers shown in Table 6.10 depend on the size of the images, as well as on the
hardware platform and software tools used to perform the computations. Therefore,
considering each value by itself does not have a meaningful interpretation; it is
rather the relative time taken for one method to be completed compared to the other
that counts, given the same images and computational platforms.

Applications

Edge detection techniques, in particular of fractional order, could be used for
wider applications where the detection of specific points and areas of the images
are required. In addition to that, the applications relying on faster analysis and
calculations can refer to the fractional order methods.

On the other hand, the detection of road obstacles can serve for further
applications, mainly on cars or any automotive vehicle. Thus, this module can be
connected to the braking system such that, once such abnormalities are detected,
a distance calculation is proceeded in order to act on the brakes such that the car
passes through them smoothly.

Another application can be the speed control of the car. Once an obstacle is
detected, the speed controller may alter the car speed and acceleration in order to
reduce fuel consumption.

Thus, the obstacle detection system can be implemented in several applications,
mainly in autonomous car and self-driving vehicles, in order to act on the braking,
the fuel consumption, the chassis behavior, and so on. Some existent works and
videos, published by big car manufacturers as Ford, Continental, and others, have
already shown the importance of such embedded systems [72].



134 R. Abi Zeid Daou et al.

Conclusion and Future Work

In this chapter, an edge detection method was designed based on fractional calculus,
and applied in the context of road obstacle detection for smarter transportation and
safer cities.

Concerning the results, the fractional detection method has shown better perfor-
mance in terms of computational load, with a gain of 1.25–2.33% in simulation time
compared to the integer-based method. Furthermore, the fractional order method
yielded thicker edges, a desired property that allows for better detection of obstacles.

As for the applications, road obstacle detection can be applied to the car
controlling unit in order to regulate its speed and to optimize its braking system,
concerning the timing and severity of the braking. It can be also implemented within
autonomous cars to control the suspension as well as the cruise control unit.

Thus, the automatic identification of these obstacles would gain a great deal of
importance if exploited in the context of autonomous driverless vehicles and safe
cities.

As for the future works, the automatic calculation of the best value of σ would
be of great importance in order, not only to enhance the image characteristics but
also to reduce the processing time. In addition, the implementation of the fractional
calculus on Laplacian methods is also very important. In the end, the live streaming
and video processing would be very important in order to adjust the car’s speed in
real time.
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Chapter 7
Machine Learning Parameter Estimation
in a Smart-City Paradigm for
the Medical Field

M. Bhuvaneswari, G. Naveen Balaji, and F. Al-Turjman

Introduction

A smart city uses the principles of intelligent technological infrastructure in city
management for different purposes, such as planning, analysis, and improving
the quality of services. In this sense, smart cities can significantly benefit from
machine learning (ML) and artificial intelligence (AI) techniques when providing
smart management, smart transportation, smart economy, and smart health care
applications [1–4]. Especially in the health care sector, there have been several
attempts toward further automation and ML applications. For example, Rose et al.
[5] used convolutional neural networks (CNNs) to create a new network architecture
with the aim of multi-channel data acquisition and supervised feature learning.
Extracting features from brain images (e.g., magnetic resonance imaging [MRI],
functional magnetic resonance imaging [fMRI]) can help with the early diagnosis
and prognosis of severe diseases, such as glioma. Moreover, Kuang and He [6] used
a deep belief network (DBN) for the classification of mammography images in order
to detect calcifications, which might be an indicator of early breast cancer.

ML is a popular and an advanced technology that is now used in all areas of
research. Generally, machine learning is classified into two methods of learning:
supervised and unsupervised learning methods. As the name suggests, supervised
learning methods are those in which the machines have to be trained prior and
have to be supervised while performing operations [7]. In unsupervised learning,
the system or machine can work under real-time problems or scenarios; they do not
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have to be trained about the operation that is going to be performed. Supervised
learning methods [8] can be further classified into either classification techniques or
regression techniques. Classification techniques are mostly used when a set of data
has to be classified according to the required parameters [9]. Regression techniques
are mostly used when the output must be a real value.

In the medical field, images are captured through various technologies, such
as computed tomography (CT), MRI, and mammography. With these methods,
locating an abnormal component in a captured image can be laborious. However,
improvements in medical image analysis techniques have made it possible to detect
even a minute abnormalities, making diagnosis much easier. Gaussian mixture
modelling (GMM) performs classifications by extracting global statistics from
Gaussian distributions of pixel intensity in an image data set [10]. GMM is
especially well suited for parameter estimation and classification because of its
implementation facility and efficiency in the representation of data.

With the help of a GMM-based algorithm, features can be extracted using the
feature extraction technique [11] and a histogram of the image can be obtained.
The histogram is able to provide the density or intensity of the abnormalities that
are found in the image because a GMM-based classification is normally carried out
with pixel density. A Gaussian distribution is commonly used for its high level of
realistic applicability and similar data behaviors [12–15]. In statistical approaches, it
is assumed that pixel values follow a particular distribution; hence, a mixture model
approach is applied to those values. A common practice is to assume that intensity
values follow a Gaussian distribution with two parameters: mean and variance. Well-
known approaches for estimating the parameters of a model include maximum
likelihood estimation (MLE) via an expectation maximization algorithm (EM) or
maximum a posteriori estimation (MAP).

MAP is a likelihood estimation technique that allows for image restoration and
classification. It has outstanding performance when comes to parameter estimation
because it provides the maximum likelihood function by comparing the range and
covering all nearby regions of interest for the convergence of the region of interest
[16–20].

With MLE, when data are needed for a particular group, they can be collected
from the average of the whole group using mean or variance, among others, as
parameters. MLE is used to estimate the parameters for image classification through
the EM algorithm [21]. The estimated parameters can be used for the classification
of images. When the estimated parameters are used for two different types of
classifiers, such as GMM classifiers and support vector machine (SVM) classifiers,
they show differences in the accuracy of image classification. The mean, variance,
and mixture weights can be used to train both the classifiers.

SVM is a learning vector [22] known for its various applications in almost all
areas of research, such as image segmentation or classification and speech pro-
cessing [23, 24]. SVM-based classifiers are used for their outstanding performance
in training machines. The results obtained are comparatively better than other
techniques used for the training and classification of images [25]. SVM is known for



7 Machine Learning Parameter Estimation in a Smart-City Paradigm for. . . 141

its kernel classifier, which works well for image classification [26] compared with
other normal classifiers based on the parameter estimation.

The proposed work in this chapter includes image classifications carried out
by several classifiers and a comparison of the results obtained by the different
classifiers. The results indicate that SVM classifiers have a superior level of
accuracy. The classifiers were trained with a set of normal and abnormal images.
While performing the classification, the different values for the cost functions were
recorded. The results show that the classifiers did not perform better for higher
function values compared with SVM.

Methodology

The methodology of this work is illustrated in Fig. 7.1, which shows the inputs and
methods used for the estimation of the parameters, as well as how these parameters
would be used in the training and testing of both classifiers for the classification of
medical images. A set of medical images were used for both training and testing,
of which 25% of the images were abnormal; the classifier should able to correctly
classify the images. The images were taken from different aspects, both normal and
abnormal were combined, and they were trained. Then, the rest of the images were
used for the testing phase for both classifiers, which were able to correctly classify
the abnormal and normal images.

Input image Feature extraction
technique

Classification

Machine Learning
classifiers

GMM Classifier SVM Classifier

Classification Results

Normal Abnormal

Parameter
Estimation

Fig. 7.1 Flow chart of the proposed methodology
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Gaussian Mixture Model

GMM is a parametric probability density function represented as a weighted sum of
Gaussian component densities. GMMs are commonly used as a parametric model
of the probability distribution of continuous measurements [27]. GMM parameters
are estimated from training data using the iterative EM algorithm.

A GMM is a weighted sum of M component Gaussian densities as given by the
following equation:

p (X|λ) =
M∑
i=1

wi g
(
X|μi,

∑
i

)
(7.1)

Here, x is a D-dimensional continuous valued data vector (measurement of
features), Wi, i = 1 . . . ,M, are the mixture weights, and g(x|μi, i), i = 1 . . . ,M,
are the component Gaussian densities. The D-variate Gaussian function of the form
in each component density is given by the following:
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(7.2)

Here, the mean vector is μi and the covariance matrix is
∑

i.
The constraint of the mixture density is met and given by the following form:

M∑
i=1

wi = 1 (7.3)

The mean vectors, covariance matrices, and mixture weights from all component
densities were used for the complete Gaussian distribution parameterization. These
parameters are collectively represented by the following notation:

λ =
{
wi, μi,

∑
i

}
i = 1 . . . M (7.4)

With this, the EM and MLE are used for the estimation of the parameters, as
described in the following section.

Maximum Likelihood Parameter Estimation

Given training vectors and a GMM configuration, the objective is to estimate the
parameters of the GMM, λ, which in some sense best match the distribution of
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the training feature vectors. Several techniques are available for estimating the
parameters of a GMM, and they have their own form of estimations. Among the
various techniques available, the most popular and well-established method is the
MLE.

To maximize the likelihood of the GMM, ML estimation of the model parameters
is used, which will be better in the training data. For a sequence of T training vectors
X = {x1 . . . ,xT}, the GMM likelihood, assuming independence between the vectors
(7.1), can be written as follows:

p (x|λ) =
T∏

t=1

P (Xt |λ) (7.5)

On the EM iteration, estimation formulas are used to guarantee a monotonic
increase in the model’s likelihood value, as follows:

Mixture weights:

Wi = 1

T

T∑
t=1

Pr (i|Xt,λ) (7.6)

Mean:

μi =
∑T

t=1 Pr (i|Xt,λ) Xt∑T
t=1 Pr (i|Xt,λ)

(7.7)

Variance:

σi2 =
∑T

t=1 Pr (i|Xt,λ) x2
t∑T

t=1 Pr (i|Xt,λ)
(7.8)

Here, σi2 , xt, and μi refer to the arbitrary elements of the vectors σi2 , xt, and μi,
respectively.

Expectation Maximization Algorithm

In general, EM iterates through two steps to obtain estimates. The first step is an
expectation (E) step, in which missing values are filled in with a guess—that is,
an estimate of the missing value given the observed value in the data. The second
step is a maximization (M) step, in which the completed data from the E step
are processed using ML estimation as though they were complete data; then, the
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mean and the covariance estimates are updated. Using the newly updated mean and
variance matrix, the E step is repeated to find new estimates of the missing values.

The two steps, the E step and the M step, are repeated until the maximum change
in the estimates from one iteration to the next does not exceed a convergence
criterion. The result of this process is a mean vector and covariance matrix that
uses all available information. In other studies [20, 28–33], the EM estimates of
the mean vector and covariance matrix can then be used in multivariate analyses to
obtain estimates of the model parameters and standard errors, to test a hypothesis,
and to score or predict values for observations using the selected model.

Input:

Observed Image in a vector Xj, j = 1,2, . . . ,n and i ∈ {1,2, . . . ,k} labels set.

Initialize:

θ(0) =
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)
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M-Step:
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Iterate Eqs. (7.12) and (7.13) until a specific error is reached (i.e.,
∑

ie
2
i < ε).

Compute:

P1j = ArgMaxiPij
(final), j = 1, 2, . . . , n (7.14)

In every iteration, the corresponding values of the number of classes, mean,
probability, and variance are calculated and used in the iteration.
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Support Vector Machine

The SVM was first proposed by Vapnik and has since attracted a high degree of
interest in the ML research community. In recent studies, it has been reported
that SVMs generally are capable of delivering greater classification accuracy than
other data classification algorithms. SVM is a binary classifier based on supervised
learning, which performs better than other classifiers. SVM classifies between two
classes by constructing a hyperplane in a high-dimensional feature space that can
be used for classification. The hyperplane can be represented by the following
equation:

w.x + b = 0 (7.15)

Here, w is the weight vector and is normal to the hyperplane, whereas b is the bias
or threshold. Kernel functions are used with an SVM classifier. A kernel function
provides the bridge between non-linear to linear [13]. By using the kernel function,
it is possible to map the image with low-dimensional data into a high-dimensional
feature space where the data points are linearly separable. The radial bias-based
kernel function is used in this SVM-based classification.

Results and Discussion

Classifier Performance

Every classification result could have an error rate and, on occasion, will either fail
to identify an abnormality or will identify an abnormality that is not present. This
error rate is generally explained in terms of true and false positives and true and
false negatives, as follows:

True positive (TP): The result of the classification is positive in the presence of the
clinical abnormality.

True negative (TN): The result of the classification is negative in the absence of the
clinical abnormality.

False positive (FP): The result of the classification is positive in the absence of the
clinical abnormality.

False negative (FN): The result of the classification is negative in the presence of
the clinical abnormality.

The following section describes the contingency table, which defines the various
terms used to describe the clinical efficiency of a classification based on the
previously described terms and the following:

Sensitivity = TP/(TP + FN)*100%
Specificity = TN/(TN + FP)*100%
Accuracy = (TP + TN)/(TP + TN + FP + FN)*100% are used to measure the

performance of the classifier.
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Contingency Table

In Table 7.1, the features or parameters were extracted using the GMM-based
technique. Here, they are used as the inputs for both the GMM-based classifier
and the SVM-classifier. Their results vary for each classifier; however, there is not
much variation in the classification performance. Here, the radial basis function
(RBF) kernel is used in the SVM-based classifier; in the GMM, the K-nearest
neighbor method of classification is used. In the SVM classifier, the other kernel-
based functions are also compared based on the results of other studies. With this,
a Gaussian plot can also be obtained for the input images, which were both normal
and abnormal.

In Fig. 7.2a–c, the brain images were taken from the aforementioned dataset,
with the images captured by both CT and MRI. This gives the spatial normalization
to the montreal neurological institute (MNI) space and to the MRI image with the
contrast agents (Fig. 7.2b). Figure 7.2d is a mammogram image that was also used
for the training of both the GMM and SVM classifiers.

In Fig. 7.3a–c, the brain images are a set of abnormal images captured through
both CT and MRI. They show different brain abnormalities, which are mostly
malignant. The mammogram image in Fig. 7.3d shows a tumor; it was also used
for the training of both the GMM and SVM classifiers. These images, when trained,
also were identified by the classifiers when they were used for testing. The results
of the images that were checked after the training were performed using a Matlab
simulation environment.

Figure 7.4 shows the Gaussian classifier results for one of the abnormal images
from the aforementioned data set that was used in testing. The medical image with

Table 7.1 Contingency table
for the classifiers’
performance

Predicted group
Actual group Normal Abnormal

Normal True negative False positive
Abnormal False negative True positive

Fig. 7.2 Normal images for training the classifiers. (a, b, c) Brain images. (d) Mammogram image
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Fig. 7.3 Abnormal images for training the classifiers. (a, b, c) Abnormal brain images. (d)
Abnormal mammogram image

Fig. 7.4 Gaussian mixture model classifier result

the abnormal condition was used for both training and testing of the classifier. The
classifier was able to identify the image with the abnormal conditions. Figure 7.4
shows the histogram and maximum likelihood clustering of the pixels because it
results in the exact classification of the images.

The result of the brain image used in the dataset for testing by the SVM classifier
is shown in Fig. 7.5. The SVM classifier was able to identify the abnormal images
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Fig. 7.5 Support vector machine classifier result

Table 7.2 Performance of
the classifiers

Classifier Accuracy (%)

GMM 94.3214
SVM-kernel 96.78
KNN classifier 95.674

with a high value of the cost function, given in the kernel classification as k = 8
and k = 16. The convergence rate for the SVM classifier has some differences;
however, the images were correctly identified, similar to the abnormal ones, with
higher accuracy than the GMM classifier.

Table 7.2 shows that the performance of the classifiers was equally good, but the
GMM-based model has lower accuracy (94.67%) than the SVM (96.78%) for large
dataset values, while still having more features. When trained with a large dataset
and the SVM classifier, it worked well in both cases.
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Conclusion

The parameters were estimated using MLE based on EM. The GMM model was
used as a classifier along with the SVM classifier. Both the GMM and SVM
classifiers were trained and tested using the images from the dataset. The MLE
had the maximum cluster formation for the given parameters. In the SVM classifier,
kernel classification with k = 8 and K = 16 was used as the given cost function; they
performed well when compared to the GMM-based classifier. However, for different
cost functions, SVM had a different timing of the convergence rate in the classifica-
tion but a lower accuracy of 96.78% compared with the GMM-based classifier. The
results obtained through these ML-based parameter estimation techniques should be
useful in the future to maximize the efficiency of classifications using SVM-based
methods.
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Chapter 8
Open Source Tools for Machine Learning
with Big Data in Smart Cities

Umit Deniz Ulusar, Deniz Gul Ozcan, and Fadi Al-Turjman

Introduction

The idea of storing large volume of data for future processing has been done for
decades, while “big data” concept gained momentum in the early 2000s due to
the technological advancements that improved Internet access speed, decreased cost
of storage, and increased computational power. The big data concept differs from
storing large amounts of data in the sense that the speed of data feed has increased
to such an extent that it qualifies as a new data source. Also, the data acquisition
frequency has increased to a level that new algorithms and techniques for in-depth
level of analytics are required.

Growing traffic, increasing population and public safety are major problems of
developing cities. Many cities face social and environmental sustainability chal-
lenges such as pollution and environmental deterioration [1]. Some have problems
of even providing services such as water, sanitation, sewage disposal, and garbage
collection. One challenging application area of big data analytics and machine
learning that has huge potential to enhance our lives is smart cities.

A smart city infrastructure provides interoperable services between citizens,
businesses, and governmental organizations to achieve efficient and sustainable
cities. Designing an architecture for the smart city is hence a very complex task,
mainly because of the large diversity of devices, communication technologies,
and number of services. Constantly changing nature of smart cities and necessity
of real-time decision-making require adaptable algorithms and machine learning

U. D. Ulusar (�) · D. G. Ozcan
Computer Engineering Department, Akdeniz University, Antalya, Turkey
e-mail: umitulusar@akdeniz.edu.tr

F. Al-Turjman
Department of Computer Engineering, Antalya Bilim University, Antalya, Turkey

© Springer Nature Switzerland AG 2020
F. Al-Turjman (ed.), Smart Cities Performability, Cognition, & Security,
EAI/Springer Innovations in Communication and Computing,
https://doi.org/10.1007/978-3-030-14718-1_8

153

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-14718-1_8&domain=pdf
mailto:umitulusar@akdeniz.edu.tr
https://doi.org/10.1007/978-3-030-14718-1_8


154 U. D. Ulusar et al.

techniques. With an enormous growth rate in daily produced data, the challenge is
how to efficiently process and learn from it [2]. On the one hand, big data provides
great opportunities for researchers to develop algorithms that can extract underlying
patterns and to build predictive models on the other hand it creates challenges such
as scalability [3].

This chapter provides definitions and explains available tools, libraries, and
engines that can be used for big data processing based on criteria such as exten-
sibility, scalability, ease of use, and availability. Also, it provides a comprehensive
review of open source tools along with an analysis of the advantages and drawbacks
of each technology (i.e., MapReduce, Spark, Flink, Storm, and H2O) and library
(i.e., Mahout, MLlib, SAMOA).

Big Data

Big data can be stated as a huge volume of data that cannot be stored and processed
using the traditional approaches. As the cities became more crowded and the advent
of ideas such as Internet of Things, deploying sensors all around the cities for
intelligent decision-making became a natural step [4, 5]. Due to the living nature
of the cities, data may contain valuable information, which needs to be processed in
a short span of time. The frameworks discussed in this chapter are able to effectively
process data of varying sizes and complexities; hence, they are designed especially
for big data. Keeping this in mind, it is important to understand what big data exactly
is and how to define it in total of six dimensions commonly called the six V’s:

• Volume refers to the amount of data that is generated. It encompasses the available
data that are out there and need to be assessed for relevance.

• Velocity indicates the speed at which data are being generated. Data can be
generated and may require to be processed in real-time. Also, data source can
be online or offline. As a result, data processing can be classified as batch and
stream processing [6]. Batch processing typically works on stored data while
stream processing aims to analyze the data in real time as it is generated. Velocity
also signifies the rate of change of data and is especially important for stream
processing.

• Variety refers to the issue of data being in incompatible formats and disparate.
It may take significant amount of time to preprocess data that comes in from
different sources and in many forms. Data can be structured into a model with
predefined columns, data types and so on, whereas unstructured data such as
documents, emails, social media text messages, and videos may not have a
defined form. The unstructured data requires advanced techniques for storage,
data mining, and analysis [6].

• Veracity refers to the uncertainty of data. Uncertainty can be in the form of bias,
noise, and abnormality [7]. It may be because of poor data quality. Identifying the
relevance of data and ensuring data cleansing is required to only store valuable



8 Open Source Tools for Machine Learning with Big Data in Smart Cities 155

Table 8.1 Six V’s and application of big data in real world situations

Ref. Volume Velocity Variety Veracity Variability Value

Smart city [8, 9] � � � � � �
EHealth [10, 11] � � � �
Sensor data [8, 9, 12] � � �
Risk analysis [13, 14] � � � � � �
Social media [15, 16] � � �
Financial data [17] � � � �

The big data is in extended use in various fields from smart city to financial data

parts and dispose the rest. The main challenge while streaming high-velocity data
is the limited time to verify that the data is suitable, can be used for the intended
purpose and applicable to the analytic model.

• Variability dimension of big data derives from the lack of consistency or
fixed patterns in data. It is different from variety in the sense that variability
refers to establishing if the contextualizing structure of the data is regular and
dependable even in conditions of high level of unpredictability. If the meaning
and understanding of data keeps on changing, it will have a huge impact on
analysis and attempts to identify patterns [7].

• Value deals with the worthiness of data to store and invest in infrastructure, either
on premises or in the cloud. It refers to aim, business outcome, or scenario that
the solution has to address. Sometimes, data processing needs to also consider
ethical and privacy issues.

In Table 8.1, we overview the use of these six V’s in Big Data projects. In spite
of the importance of these six V’s to any big data project, it was not fully considered
in all related projects so far, except for the smart city project. This hinders the tight
relationship between the big data and the smart city projects which satisfy the core
six V features uniquely.

Machine Learning in Big Data

Machine learning is another component in the cloud-based big data paradigm.
Many edge devices integrated at the edge of the cloud are added to the smart city
architecture for more efficient implementation. The vast amount of information
collected from the end-users are valuable for researchers and the smart city
operators as well. And, hence, an advanced analytics on smart city applications
is needed, where a combination of machine learning algorithms and big data
mining techniques is applied. By exploiting the emerging smart city collected
data, researchers can develop data-driven solutions for the most pressing issues,
such as electricity demands prediction, residential photovoltaic detection, charging
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Table 8.2 Types of machine learning algorithms

Supervised learning Unsupervised learning Semi-supervised

Bayesian networks SOM (self-organizing map) Recommendation systems
Support vector machines K-means clustering Reward systems
Decision trees Hierarchical clustering
Neural networks Topic modeling

demands and points of interest determination, and the time-variant load management
problem.

Machine learning deals with the collecting city information in order to provide
the cloud-based big data paradigm the ability to learn from its history as humans.
It provides information about the properties of the collected data, allowing it to
make predictions about other data it may occur in the future. In terms of feedback
provided to the algorithms, machine learning is categorized into three: supervised,
unsupervised, and semi-supervised learning algorithms. Table 8.2 lists some of the
known algorithms in each category.

Supervised Learning Algorithms

These algorithms use training data to generate a function that maps the inputs to
desired outputs (also called labels). For example, in a classification problem, the
system looks at sample data and uses it to derive a function that maps input data
into different classes. Artificial neural networks, radial basis function networks, and
decision trees are forms of the supervised learning [18].

Unsupervised Learning Algorithms

This set of algorithms work without previously labeled data. The main purpose
of these algorithms is to find the common patterns in previously unseen data.
Clustering is the most popular form of unsupervised learning. Hidden Markov
models and self-organizing maps are other forms of unsupervised learning [18].

Semi-supervised Learning Algorithms

As the name indicates, these algorithms combine labeled and unlabeled data to
generate an appropriate mapping function or classifier. Several studies have proven
that using a combination of supervised and unsupervised techniques instead of a
single type can lead to much better results [18].
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In Table 8.2, the different ML techniques are overviewed and classified according
to the aforementioned categories.

Data Availability

Data availability is another issue that effects the type of learning process. Big data
can be served as clusters of data or can be real time, and tools need to adapt the
velocity of data. Machine learning algorithms are categorized in terms of availability
of data into two: batch learning and online learning.

Batch Learning

In the batch learning, entire training data is provided to the system at once. Most
of the time data is assumed to be independent of each other and can be divided
and processed by the clusters of machines. While processing, clusters do not need
to be aware of each other and can process independently which makes the parallel
processing simpler.

Online Learning

In the online learning process, data is generated and processed almost instanta-
neously. Changes in the structure of data, variety and velocity create challenges for
the learning systems and needs to be addressed with advanced adaptive algorithms.
Typically, developing and deploying a learning system takes time but most of this
time is spent on understanding and preprocessing data. Efficient learning can only
be possible when usable and valuable data is available. Some issues such as data
redundancy, inconsistency, noise, heterogeneity, transformation, labeling for (semi-
)supervised learning, data imbalance, and feature selection need to be addressed
during data preprocessing stage [19].

• Data redundancy and duplication means that at least more than one instances of
data represent the same value. Redundancy does not create additional value and
creates problems for techniques such as pairwise similarity comparison.

• Data noise indicates the parts of the data that needs to be cleaned from missing
and incorrect values. Data sparsity and outliers create noise in machine learning
models. Manual or human-wise methods are not scalable and inefficient. Some
techniques such as replacement of values by the mean decreases the variability
and the value of the data.
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• Data heterogeneity means different data types, different file/data formats, and
variability among samples.

• Data discretization is the process of converting quantitative data to qualitative
data. This process is required/beneficial for some algorithms like Naive Bayes
and Decision Trees. Standard discretization algorithms can be paralyzed to cope
with big data.

• Data labeling is required for supervised learning, semi-supervised learning,
transfer learning, and active learning. Online crowd-generated repositories can
usually be the source for free annotated data. Typically, experts are used for data
labeling in areas like image processing.

• Imbalanced data is common for the cases of rare events such as credit card
fraud detection. Special care is required for learning from imbalanced data and
typically data sampling is performed. When data size increases, sampling has to
be addressed using parallel data sampling techniques.

• Feature selection is the identification of the properties of data which are more
important than others. Feature engineering requires prior domain knowledge and
feature selection process is labor intensive.

Open Source Tools for Big Data

There is a great interest in academia, government and private institutions for big data
analytics and in the recent years, new technologies and tools have been developed.
These tools and frameworks typically approach the problem of processing very
large datasets in two ways; data parallelism in which the data is divided into more
manageable pieces and each subset is processed simultaneously, or task parallelism,
in which the algorithm is divided into steps that can be performed on the same data
subset concurrently.

Many of the solutions on big data utilize increasingly complex workflows which
require systems built using a combination of state-of-the-art tools and techniques.
The most prominent and used open source tools in big data analytics are projects
from the Hadoop Ecosystem. The remainder of this chapter provides detailed
information about these projects and discusses how they can be utilized together
to build an architecture capable of efficiently processing large size data.

Hadoop Ecosystem

As data grows, the most challenging limitation is the scalability of the architecture.
Thus, infrastructure scalability handles the changing needs of a big data analysis
application by statically adding or removing resources to meet changing application
demands. In most cases, this is handled by scaling up (vertical scaling) which is
done by adding more resources to an existing system to reach a desired state of
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performance and/or scaling out (horizontal scaling) which is achieved by distributed
architectures.

Apache Hadoop is an open source platform for processing large datasets which
uses scale-out architecture instead of scale-up. Additionally, it provides fault
tolerance through software and transparently handles server failures. This means
that affordable servers can be used for scaling instead of expensive enterprise
level fault-tolerant servers. Second, both processing tasks such as batch or stream
processing and data extraction, loading and transformation (ETL) operations can be
performed. Third, instead of moving data between clusters of computers, moving the
code to process data is more efficient and faster which is one of the advantages that
Hadoop provides. Finally, because developing applications for a single computer
is easier and more manageable than developing distributed applications, Hadoop
provides an easy-to-code and manageable framework that keeps developers or
analysts away from the complexities of writing code for distributed systems. The
ecosystem is composed of four modules:

• Hadoop Distributed File System (HDFS): File system that sits at the bottom
of Hadoop architecture made up of data and name nodes with a built-in fault
tolerance by keeping copies of nodes in each other.

• MapReduce: Data processing engine with two parts, mapping raw data into key–
value pairs and processing, and reducing by combining and summarizing the
results in parallel.

• YARN (Yet Another Resource Negotiator): Resource manager which allows
separation between infrastructure and the programming model.

• Common: A set of common utilities like compression codecs, I/O utilities, and
error detection.

The general structure of Hadoop ecosystem consists of three layers: storage,
processing, and management.

Storage Layer

This layer includes Hadoop Distributed File System (HDFS) and provides a
distributed architecture for data storage. HDFS has two main components which are
NameNode and DataNode that basically work using master and slave architecture
[20]. NameNode is the brain of HDFS system and responsible for propagating
data across other nodes. It keeps and handles the metadata of the blocks such as
name, size and block count. Due to its unique nature of responsibility, NameNode
is considered a single point of failure. DataNodes represent devices used for
storing data blocks of the system. With default settings, for availability and fault
tolerance, each data block is copied into three different DataNodes. NameNode
is also responsible for monitoring the health of DataNodes using a method called
heartbeat. DataNode sends a heartbeat at predefined intervals to notify that it is
alive. NameNode also acts as a load balancer.
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Storage Layer not only consists of HDFS but also can contain non-relational
databases, commonly called NoSQL (Not only SQL). Those databases also sit on
storage layer of Hadoop ecosystem. Using some open source tools like Sqoop or
SQL like query languages (It feels like SQL, but it is not exactly a query language.)
data can be retrieved into Hadoop file system. These databases support nested,
semi-structured, and unstructured data which we commonly face with as the data
rapidly grows. In terms of simplicity, we will not delve into more details; knowing
that Hadoop supports and provides open source tools for the integration of NoSQL
databases into HDFS is enough for this chapter.

Processing Layer

Analysis of big data is achieved at the processing layer. YARN creates an envi-
ronment where one or more processing engines can run on Hadoop data cluster
simultaneously. Before YARN was introduced, there were Job Trackers and Task
Trackers in Hadoop 1.x architecture. Those were good at managing resources but
were creating bottlenecks hence inefficient. To overcome performance bottlenecks,
Hadoop has introduced YARN instead of tracker models in Hadoop 2.x. YARN
divides the functionality of trackers into four services, namely, Resource Manager,
Node Manager, Container, and Application Manager.

Processing models used by data processing engines are categorized as either
batch or streaming. Batch processing is used on large datasets and the output is
written to a file or database when execution is completed. There is no real-time
work in batch processing whereas in stream processing, data is processed as it
arrives at the system. This is good for real-time analysis of data but this type of
processing requires special techniques to assure that the results are obtained in a
meaningful time. The list of keywords used for evaluation of processing engines are
as follows.

• Latency: Time between the start of a job and the initial results.
• Throughput: Amount of work done over a given time period, efficiency.
• Fault Tolerance: Failure detection and recovery options.
• Usability of Engine Itself : Complexity of installation and configuration, interface

language, and programming.
• Resource Expense: Financial and time-wise cost.
• Scalability: It indicates the ability of the system to adapt the increasing demands

of requirements. The scalability of a processing engine is a major factor and tries
to answer if there will be a bottleneck when input or cluster sizes grow.

MapReduce

Using the ideas originated from functional programming and Google MapReduce
library, Hadoop introduced the MapReduce framework to facilitate parallel process-
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ing. The MapReduce model consists of two main operations, Map and Reduce. Map
is the process of acquiring data from storage, applying the algorithm and generating
results in the form of key–value pairs. Reduce is the process of performing
aggregation functions such as summation, multiplication, on the key–value pairs.
Some operations such as shuffle and sort are available for data processing in between
mapping and reducing.

Similar to HDFS, MapReduce also has a master node, which orchestrates the
cluster-wide operations and worker nodes. Whenever a task fails, fault tolerance is
achieved by simply re-execution of the task. If a node’s process rate is less than
other nodes, called stragglers, same tasks are assigned to other nodes.

MapReduce is also used for machine learning, in which the training data set is
read entirety to build a learning model. In a batch-oriented workflow, the data is
read from the HDFS to the mapper. Mapper produces and writes those key–value
pairs to disk to be sorted. After sorting, intermediate data is sent to reducer to train
a model. These write and read operations can be inefficient in terms of time and
computational resources.

Spark

Apache Spark is also a cluster-computing environment and uses ideas similar to
MapReduce model, but improves speed by using in-memory computations. Its
response time is significantly faster than MapReduce in processing tasks stored in
memory and Hadoop at disk operations. It stores data in memory and provides fault
tolerance without replication with abstraction called Resilient Distributed Datasets.
RDD can be understood as read-only distributed shared memory. The RDD was
extended to include DataFrames. This allows grouping of collection of data by
columns hence it can be thought as RDD with schema. Learning process is through
in-memory caching of intermediate results. Spark is easy to program and supports
integration with Java, Python, Scala, and R programming languages. It supports
multiple data sources, including Cassandra, HBase, or any Hadoop data source.
Besides its effective features, Spark has some inefficiencies in terms of stream
processing and bottlenecks can occur because of data transfer across nodes using
network [21].

Spark has different processing components, which are as follows in simple
terms:

• Spark Core: The main component of Spark. Critical functions like task schedul-
ing take place here.

• Spark SQL: Structural data processing unit. It runs both SQL and Hive query
language queries for structured data.

• Spark Streaming: Stream processing unit for real-time processing of data.
• MLib: Machine learning library is designed to execute algorithms like classifica-

tion, regression, decision trees, random forests, and gradient-boosted trees.
• GraphX: It is designed for graph-related analytics.
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Storm

Storm is specifically designed to handle streaming data and offers stream processing
in real time. It is comprised of spouts (input stream) and bolts (computation
logic). Bolts can process the data coming from both spouts and other bolts. Storm
uses real-time streaming but also offers micro-batch via its Trident API. Storm is
primarily implemented in Closure, initially in Java, and now includes Thrift for
cross-language development. Fault tolerance is achieved by a job tracker called
Nimbus. Nimbus keeps track of the worker nodes. If Nimbus dies, it is restarted
automatically differing from MapReduce’s jobtracker method. Storm also supports
“Lambda Architecture” which is an approach of breaking downstream processing
into three layers: batch, serving, and speed. MapReduce and Storm can run jobs
simultaneously that can be used to process both real-time and historical data. Storm
does not include a machine learning library, but SAMOA (big data mining platform)
offers implementations for typical classification and clustering algorithms.

Flink

Apache Flink is a framework for processing unbounded and bounded data streams
in cluster environments. Unbounded data can be best described as a type of ever-
growing, essentially infinite data set. These are often referred to as “streaming
data.” Bounded data is finite and such as batch data sets. Flink’s processing model
applies transformations to parallel data, generalizing map and reduce functions, and
functions like join, group and iterate. Flink has capability for true batch and stream
processing data in real time. It offers APIs for both Java and Scala and scalable.
Flink can be both integrated with HDFS and YARN or run independent from
Hadoop ecosystem. It offers optimization mechanism like cost-based optimizer and
iterative batch as well as streaming options. A machine learning library called Flink
ML was also introduced. It also offers adapters for other machine learning libraries
such as SAMOA.

H2O

H2O differs from other processing engines with its web-based user interface.
This interface makes machine learning tasks more understandable and accessible
to non-technical users. Also, it offers parallel processing engine, analytics, math
and machine learning libraries along with data preprocessing and evaluation
tools. Framework supports Java, R, Python, and Scala programming environments.
Streaming is provided with Sparkling Water (creative name with the union of
names of Spark and H2O) project which is the integration of Spark into H2O.
It processes data completely in memory using distributed fork/join, a divide and
conquer technique, for parallel tasks.
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Management Layer

Management layer is responsible for scheduling, monitoring and coordination and
provides a user interface. As the tools for storage and processing are used, creating
tasks require organization and fine tuning. This high-level organization and user
interaction take place in management layer. Some of the tools are as follows.

Oozie

This is a system for running and scheduling Hadoop jobs. It is basically an
interactive workflow scheduler and allows to chain stuff together. For example, one
can chain together MapReduce, Hive, Pig, Sqoop, and other tasks. A workflow is a
directed acyclic graph of actions specified via xml. So one can run actions that do
not depend on each other.

Zookeeper

This is a service for coordination and synchronization, and keeps track of infor-
mation on master and worker nodes, task–worker map, and worker availability.
ZooKeeper is a tool that applications can use to recover from partial failures.
Zookeeper can handle failures such as weird partitions and clocks drift. It provides
support for Java, C, and also has bindings for Perl, Python, and REST clients.
Primitive operations of Zookeeper are master election, crash detection and group
management.

Hue

Hue offers web interface for Hadoop ecosystem. It features file browser for HDFS
and job browser for MapReduce and YARN. Hue can be used to manage interactions
with Hive, Pig, Sqoop, Zookeeper, and Oozie, and also offers tools for data
visualization.

Machine Learning Toolkits

In this section we list some of the open source machine learning toolkits for big data
processing. Each toolkit is examined according to the following parameters:

• Scalability: Size and complexity of the data currently available and will reach in
the future.

• Speed: Frequency of the updates.
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• Coverage: Range of options contained. More tools can be unnecessary and
difficult to set up.

• Usability: Initial setup, maintenance, programming languages, UI, documenta-
tion and user community.

• Extensibility: How well to build blocks for new platforms.

Mahout

It offers wide selection of robust algorithms. Mahout is good for batch processing
(not streaming). There is a lack of active user community and documentation. It is
commonly claimed to be difficult to set up an existing Hadoop cluster. Configuration
problems may occur. Algorithms focus on classification, clustering and collabora-
tive filtering. Extensibility is good but strong java knowledge is required. Mahout
is best known for collaborative filtering (recommendation engines) offers similarity
measures like Pearson correlation, Euclidean distance, Cosine similarity, Tanimoto
coefficient, log-likelihood, and others.

MLLib

MLLib covers the same range of learning categories as Mahout but also adds regres-
sion models. There are some additional tools like dimensionality reduction, feature
extraction and transformation, optimization, and basic statistics. It is relatively easy
to set up and run. User community is not that active.

H2O

H2O is also considered a product for machine learning rather than a project. It offers
graphical user interface (GUI), and numerous tools for deep neural networks. H2O
has a good documentation and offers classification, clustering, generalized linear
models, statistical analysis, ensembles, optimization tools, and data preprocessing
options.

Samoa

Scalable Advanced Massive Online Analysis (SAMOA) is a platform for machine
learning for streaming data. Feedbacks can occur in real time. SAMOA is a flexible
environment and can run additional stream processing engines like Storm, S4,
and Samza [22]. Supports algorithms for classification, clustering, regression, and
frequent pattern mining, along with boosting, and bagging for ensemble creation
[6].
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Data Movement and Integration Tools

In addition to data processing engines and machine learning libraries, storage layer
of Hadoop ecosystem also includes tools for data movement and interaction.

Kafka

Kafta is a general-purpose distributed publish–subscribe messaging system on top of
HDFS. It can handle data coming from multiple resources in real-time. It is not only
for Hadoop; independently can be used for any kind of messaging implementations.
Kafka servers store all incoming messages from publishers for some period of time
and publishes them to a stream of data called a topic. Kafka consumers subscribe to
one or more topics, and receive data as it gets published. A stream/topic can have
many different consumers, all with their own position in the stream maintained.
Architecturally, you can think of a Kafka cluster at the center of a producer network.
Producers might be individual apps listening for data. They communicate with the
thing generating the data and Kafka. Consumers subscribe to the topics and receive
data. Connectors—modules for databases, plugins that allow it to receive new
messages and store, or actually publish changes into Kafka itself. Stream Processors
transform data as it comes in.

Flume

This is another way to stream data into data cluster like Kafka. It is initially intended
for collection, aggregation and movement of log data into HDFS. Log traffic can be
spiky and can perform some bottlenecks in the cluster. By introducing Flume in the
middle, one can create a middleware that will not bring down the entire cluster and
get everything to catch up. Flume acts like a buffer between data and cluster.

Sqoop

Sqoop is another tool that is used to import and export data between relational
databases and Hadoop ecosystems. This is useful when HDFS is used as an
enterprise data warehouse preprocessing engine. The idea behind Sqoop that it
leverages map tasks of MapReduce framework.

Hive

Storage layer also includes data integration tools such as Hive, which allows for
running standard SQL queries on data stored in the HDFS and NoSQL databases
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using HiveQL, an extension of ANSI SQL. This is a powerful and simple way to
query the system, which then is distributed across MapReduce/TEZ commands, and
then runs on top of Hadoop YARN. Metadata for tables and partitions is kept in
the Hive Metastore. HIVE provides interactive way of working with big data on a
cluster and way easier than writing MapReduce code in Java. It is highly optimized
and extensible. Hive is good for online transaction processing and stores data de-
normalized as flat text files. No record level updates, inserts or delete are allowed
because of not existing relational database underneath.

Open Research Issues

Recently, popular technology solutions for various smart cities applications have
emerged as a significant advancement for Internet and cloud computing paradigms.
Big data is one of the novel cloud paradigms where connected entities become part
of the smart city infrastructures, and the advancements in cloud computing make
it quite popular where the traditional telecommunication systems facilitate basic
communications between the cloud entities. Big data has converged technologies in
terms of services, computing, information processing, networking and controlling
intelligent technologies. Among the key technologies converged is the huge data
processing due to its computing capability and cost effectiveness. Wealth of various
approaches have been proposed and designed for considering the collaborative
nature of the cloud in the existing literature. However, there are key open research
problems still to be solved in the big-data era.

Since, in general, enabling technologies have restricted authentication privileges
for mobile users, different strategies are introduced for the extension of user
authentication over the cloud-based environments. Commercialization of remote
applications, and security issues in big data have gained much attention of the
researchers to satisfy the security properties of authentication and key agreement
protocols. In general, the development of security protocols is more challenging
and should also consider mitigation of the computation and communication cost.
Moreover, considering the big data processing and the cloud energy consumption
for heterogeneous networks in smart cities is another key challenge. Where energy
consumption models, considering the aforementioned smart-city setups are manda-
tory for more accurate estimations while considering different access types [23].
Furthermore, covering a large area with the optimized deployment of the cloud
infrastructure and many overlapping services needs a careful consideration in order
to realize an efficient big data paradigm in the smart-city era [9].
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Conclusion

As the cities became more crowded and the advent of ideas such as Internet of
Things, deploying sensors all around the cities for intelligent decision-making
became a natural step. As the amount of data increased significantly, researchers
developed new techniques for handling both streaming and stored data originating
from different sources.

In this chapter, we see some of the tools for big data analytics and discuss
techniques that can be used. There is no single tool or framework that covers all
or even the majority of big-data processing tasks; one must consider the trade-offs
that exist between usability, performance, and algorithm selection when examining
different solutions. So far, the traditional algorithms and tools have mostly helped to
solve the data processing requirements, but as the size of data grows, the scalability
problem arises.
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Chapter 9
Identity Verification Using Biometrics
in Smart-Cities

D. R. Ambika, K. R. Radhika, and D. Seshachalam

Acronyms

FAR False accept rate
FRR False error rate
IoT Internet of Things
LBP Local binary patterns
LCPR Lower central periocular region
RAM Random access memory
ROC Receiver operating characteristics
ROI Region of interest
SSIM Structural similarity index

Introduction

Security plays key role in determining prospects of a smart city. Currently numerous
efforts are made by researchers in exploiting technology advances to achieve public
safety. Efficient network security models are proposed to address vulnerabilities,
threats, attacks, and risks in the Internet of Things (IoT) era [5, 6, 9]. Certain
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researchers propose agile frameworks and context-sensitive seamless identity provi-
sioning (CSIP) framework to enhance authentication, confidentiality, and integrity
for IoT architectures [7, 8]. Biometrics suggests a smart solution to keep the city
safe. In addition to surveillance benefits of biometrics, an identity-recognition app
on a mobile device allows officers to click photo of a suspect instantly and verify
identity on spot, without any overhead of bringing suspects to station. Such a
module, being able to be installed as an app, poses several restrictions. The system
demands computational simplicity coupled with the ability to easily match a suspect
across several subjects. Manual pre-processing procedures need to be completely
eliminated, alleviating any dependence on user inputs. Storage efficiency, ability
to scale and store several hundreds of biometric templates and high authentication
accuracy despite varied conditions of illumination, expression, pose, scale, distance
and the presence of hair, masks, and other occlusions are essential features of such
a biometric system. Further, system needs to be resistant to cosmetic modifications,
for instance, shaving, shaping, or growing of eyebrows/beard/hair/mustache.

A number of biometric modalities are explored by researchers in the recent years.
Face images are one of the most widely used traits due to their discriminative
abilities. Non-intrusive acquisition of facial information has promoted increased
preference over other reliable traits, for instance, fingerprint. Face biometric systems
are currently available, and ample algorithms are developed using both still images
and videos. Certain challenges remain to confront face biometric applications.
Complete face image capture is largely hindered due to head orientation, masking,
social non-acceptance, intervention of hair, cap, and other accessories. Significant
deformation is witnessed in different portions of face in expression variant images.
Cosmetic modifications significantly impact the potentiality of the face template.
Further, a full-face database over a large population insists high computation and
memory requirements. In contrast, iris texture is predominantly unique for each
individual and requires lesser storage space and computation time. The character-
istics remain stable over a large period of time. An important concern of iris-based
systems is reliable acquisition for non-cooperative and at-a-distance subjects. Poor
quality images significantly impact the performance of the system. Imaging retinal
vasculature requires the user to cooperate without blinking or varying the pose.
Accordingly, improved image acquisition methodologies and enhanced feature
extraction mechanisms are required to address the discussed challenges. A related
idea is to explore newer traits that aid the existing systems. Periocular region is
one such unique trait for recognition purposes, after preliminary exploration of its
feasibility [28, 29]. The region adds value in comparison to many existing biometric
solutions. Periocular refers to region around the eye encompassing anatomical
features including upper/lower eye fold, eyelids, wrinkles, hair follicles, pores,
and skin tags. Eyebrows are also included within the region of interest for certain
applications. Periocular biometrics is regarded as an emerging technology towards
unconstrained authentication.

Current work proposes a novel authentication technique exploring potential
regions of periocular region. The study demonstrates that verification accuracies
attained by utilizing only a sub-region of periocular area commensurate with the
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state-of-the-art performances obtained using complete periocular region. The results
suggest that potential portions of periocular region, coupled with the proposed
feature extraction framework, contribute significantly towards computational effi-
ciency; and hence its deployment in memory restricted applications.

Highlights of the Current Approach

Potential Benefits of Utilizing Periocular Region as a Useful
Biometric Trait

Ease of Acquisition Vital asset of periocular region is its reliable acquisition over a
wide range of distances, contradicting the needs of other biometric traits. Acquiring
iris images at large standoff distances results in low texture resolution. Facial images
acquired at close quarters cause loss of certain face information. Periocular region
features are available for analysis in scenarios where quality of iris images is poor,
not containing subtle details or when face images are occluded [15]. The region of
interest around eye offers a good trade-off between iris and face biometric templates.

Computational Efficiency Periocular region caters to the needs of real-time
applications. Size of a facial template being large slows down the system for a large
database, as big as a nation. On the contrary, periocular region being less than 25%
of the entire face fastens the authentication mode. In addition, the trait is useful in
assisting face data, costing no extra acquisition effort and storage space [12].

Useful Periocular Features Periocular region encompasses rich discriminative
features. Level-one periocular features include upper or lower eye folds, upper
or lower eyelids, wrinkles, and moles. Detailed and fine features including skin
textures, pores, and hair follicles form level-two features [9]. Structural attributes of
periocular region include curvature of eye boundary, tapering of eye shape towards
eye corners, size and location of tear duct, shape and density of eyebrows, depth of
eye socket, location and shape of birth marks [10].

Biomechanical Nature of Periocular Region In accordance with human anatomy,
large number of muscles interacts more in the face than any other part of the human
body. Muscles from orbicularis oculi, nasalis, procerus, quadratus labii superioris,
and levator labii superioris families determine the non-linear distortions due to facial
expressions [6]. Useful biomechanical aspects of periocular region that assist in
attaining reliable authentication for expression variant images are: (1) sudden local
angular distortions rarely occur. Specifically, angles between adjacent regions tend
to be preserved (2) strong spatial correlation of displacements is determined by skin
elasticity [40].
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Potential Periocular Sub-Region

Different regions of periocular area are examined in research using various math-
ematical tools. A comparatively larger template is more useful for classification,
but is accompanied by intense feature extraction schemes and increased storage
space [12]. An optimized template incorporating sufficient discriminative features
and reduced in size is required for a candid human verification system. Periocular
region-based biometric experimentation largely involves inclusion of iris. A few
researchers eliminate iris texture by placing a circular mask of neutral color using
pupil co-ordinates [17]. An elliptical mask of neutral color is placed in the middle
of periocular region as an alternative to eliminate surrounding sclera along with iris
texture [33]. Inclusion of eyebrows report non-reliability under varied expression
and cosmetic modification although the characteristics provide additional features
during matching [18]. Consequence of eliminating eyebrows and sclera region
leaves subtle entropy in the upper periocular region. Upper portion effectively
constitutes curvatures of upper eye fold and eyelids, as shown in Fig. 9.1b. Lower
portion of periocular region, termed as lower central periocular region (LCPR),
encompasses more anatomical details. Bulging of lower eye, edges/ridges along
the bulge, curvature of eye socket, depth of socket towards either ends of the eye,
and foldings on lower eye fold constitute rich density of texture information as
shown in Fig. 9.1c. Ancillary factor motivating LCPR region is that the region is
less susceptible to occlusion and deformation. The presence of hair mostly occludes
eyebrows and upper region of eye, while LCPR survives occlusion and is sufficiently
available for processing. Movement of eyeball affects the curvatures of upper eyelid
more than the LCPR as seen in Fig. 9.2. The figure depicts periocular and LCPR
regions for occlusion due to hair and varied pose images. Variation in expression
causes significant deformation in the upper region of periocular area, particularly,
texture of eyebrows and upper eye fold. Figure 9.3 shows periocular and LCPR
images for varied expressions. The figure illustrates that the distances between upper
eye fold and eyebrows vary largely over change in expression. In addition, visible
portions of sclera region and eyeball available are different when eyes are opened

Fig. 9.1 Illustration of texture features in upper and lower periocular region. (a) Periocular image.
(b) Elimination of sclera and eyebrow information
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Fig. 9.2 LCPR regions extracted from periocular regions of different subjects exhibiting hair
occlusion and variation in pose

Fig. 9.3 (a) Periocular regions for different expressions. (b) Corresponding LCPR regions

differently. LCPR undergoes subtle or no deformation under varied expression and
eyeball movement as witnessed from the figures. In contemplation of the benefits
using LCPR and its predominant contribution towards periocular entropy, current
experimentation investigates authentication by using LCPR.
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Computationally Efficient Variation of LBP

Local binary patterns (LBP) is one imperative approach largely used by periocular
researchers for skin texture description. Local descriptors are computed by dividing
the region into small patches and the resulting patterns are combined into global
description. The approach draws attention particularly due to its ability to capture
small appearance details. An additional motivation is that human perception is
well adapted to extracting local information as micro-patterns from images [2].
LBPs have been demonstrated to be successful texture descriptor and tolerant to
illumination variation [25, 26, 28, 34, 38, 39]. A number of periocular researchers
have investigated biometric systems using LBP and its variation or fusion of LBP
with other feature extraction schemes [1, 19, 27, 31]. Acceptable performance is
attained even under unconstrained environment. Reliable efficacy of LBP for texture
description is attained at the cost of increased processing time. LBP features being
computed for every pixel, considerable computational requirement is mandate for
real-time feature extraction applications. Miguel et al. reported that a processing
speed of 22–125 Megapixels per second is required for high definition video
resolution (1280 × 720–1920 × 1080) using 25–60 frames per second as refresh
rates [23]. Vazquez et al. reported that LBP features extracted over an 800 × 600
pixel picture for a mobile environment using 1 GHz ARM Cortex A8 processor
requires 36 ms [36]. Smart devices, being battery powered, an important constraint
present is to reduce the computational power. A computationally efficient variation
of LBP is introduced in the present chapter by utilizing entropy of a dominant bit-
plane of LCPR image. The method does not compromise on the performance, and
suits smart device applications.

Bit-Plane Representation of the Original Image

Binary bit-planes of an image are largely adopted for image retrieval, image
compression, and steganographic applications. One prominent applicability for
texture feature extraction is to apply wavelet transform on individual bit-planes of
a grayscale image and acquire multi-resolution binary images. Resulting images
are compressed forms with no loss of useful information for many medical
applications [21]. The current work adopts bit-plane slicing during feature extraction
to determine a single dominant bit-plane that sufficiently abstracts the original
image. Local binary patterns are computed over dominant bit-plane of an LCPR
image rather than over the input intensity image. Proposition of dominant bit-plane
LBP is emanated from the following observations:

1. Crucial textural features of periocular region are edges, ridges, curvatures, eye
folding, and wrinkles along with socket depth information. Although an entire
intensity image encompasses the textural patterns, certain bit-planes of the image
are significant contributors.
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2. Certain intermediate bit-planes are more relevant textural descriptors over other
bit-planes. In consequence, a dominant plane is sufficient for LBP feature
extraction. The resulting procedure is useful to reduce computational complexity
without performance degradation.

Feature Extraction Using Dominant Bit-Plane LBP

The proposed framework involves four important stages of computation, as shown
in Fig. 9.4. The stages are segmentation of LCPR region, determination of dominant
bit-plane, extraction of dominant bit-plane LBP feature vectors, and classification.

Segmentation of LCPR

Primary goal to segment the region of interest is to determine the upper boundary
of LCPR. Contour around the eyeball, specifically towards lower eyelid, forms
the required upper perimeter. Detection of eyeball region aids in determining the

Fig. 9.4 Important stages involved in dominant bit-plane LBP framework
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eyeball boundary. Image segmentation techniques, for instance, level set-based seg-
mentation, geodesic active contour segmentations, and shape constrained level set
representations are useful to derive contour boundaries that are parameter free, and
change naturally to the topology [32]. The task of eyeball localization in the present
work is performed by an automated mechanism using active contour segmentation
technique. The appropriateness of using active contour method of segmentation is
due to the fact that the method efficiently segments regions of different intensity
gradients. Periocular region Pperi , being formed by two sub-regions, homogeneous
foreground eyeball region and non-homogeneous background region, invokes to
employ Chan–Vese active contour method to localize the eyeball [16].

P i
peri represents piecewise-constant intensity of eyeball region and P o

peri rep-
resents the non-homogeneous background region constituting skin texture and
eyelashes as shown in Fig. 9.5. On considering Ceyeball as the eyeball contour,
Pperi is approximated to P i

peri inside the Ceyeball and to P o
peri outside the Ceyeball .

The model starts with a curve C around the eyeball. The curve moves to the
interior normal based on the image statistics and stops on the boundary of eyeball.
Equation (9.1) is the objective function representing the contour evolution. The basic
idea of Eq. (9.1) is to evolve a contour on the boundary of eyeball region using the
principle of energy minimization.

E(C,μe, μb, λ1) =
∫

Pperi/C

|Pperi(x) − μb|2dx

+ λ1

∫
C

|Pperi(x) − μe|2dx + λ2�(C) (9.1)

Pperi/C refers to region inside the current contour C. �(C) is regularizing term,
μe is the mean pixel intensity inside C, and μb is mean pixel intensity outside C.
The first term is > 0 and the second term is ≈ 0 for C outside the eyeball. The first
term is ≈ 0 and the second term is > 0 for the C inside the eyeball. As a result,

Fig. 9.5 Illustration of two sub-regions of input periocular image each with different piecewise-
constant intensities: homogeneous eyeball region surrounded by non-homogeneous background
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fitting term is minimized for C = Ceyeball , i.e., the curve C is on the boundary of
the eyeball.

Initial contour plays a crucial role in eyeball detection procedure. Positioning
the contour initially within eye region ensures reliable localization. Initial contour
based on Harris corner detector is used to confine evolution within eye region.
The detector is used to identify the brightest point present in the proximity of
eyeball center. Co-ordinates of the detected point are used to position initial contour
towards the center of eyeball region. Figure 9.6 shows successful detection of
eyeball center and subsequent positioning of initial contour using corner detection
algorithm. Evolution of contour at steps of 20 iterations is illustrated in Fig. 9.7. On
experimentation it is observed that localization is achieved between 150 and 200

Fig. 9.6 (a) Co-ordinates of eyeball center determined by the corner detector. (b) Positioning
initial contour in the vicinity of eyeball region

Fig. 9.7 (a) Evolution of active contour during LCPR segmentation at steps of 20 iterations. (b)
Segmented LCPR region after iris localization using 200 iterations



178 D. R. Ambika et al.

Fig. 9.8 False localizations resulting due to error in initial contours through wrong determination
of eyeball centers

iterations. Subsequent eyeball localization for all periocular images in experimental
datasets is achieved using 200 iterations. Occlusions from eye lashes and eye brows
result into formation of small contours during contour evolution. The extraneous
contours are discarded based on their sizes and position during cropping of LCPR.
Contour of eyeball generated by active contour model is used during segmentation
to determine the upper bound of LCPR. Lower bound is placed at lower perimeter
of input periocular images. Left and right bounds are placed at left perimeter and
right perimeter of input images for consistency.

Erroneous initial contours contributed by errors in determining eyeball centers
result in false localizations. Figure 9.8 shows results of false localizations. An
experimental validation of automatic segmentation approach is performed by seg-
menting LCPR manually from input periocular images. Comparison of automatic
segmentation with manual approach reveals that LCPR regions resulting from both
the approaches are similar. 99% of automatically segmented ROI corresponds to
manually segmented images. Figure 9.9 shows samples of LCPR images segmented
using both the approaches. 1% of mismatch is accounted by incorrect detection of
eyeball centers causing errors in initial contours.

Construction of Dominant Bit-Plane

A digital image is composed of pixels, with each pixel representing a particular
quantization level of an intensity value. Binary equivalent of each pixel is composed
of a bit-word (8-bit size). Individual bits contribute different levels of intensities. A
set of bits corresponding to a given bit position of each binary number representing
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Fig. 9.9 Comparison of automatic and manual segmentation of LCPR for five different subjects

Fig. 9.10 Illustration of bit-plane slicing procedure

the image constitutes a particular bit-plane. The process of bit-plane slicing an 8-bit
image is illustrated in Fig. 9.10.

Figure 9.11 shows series of eight bit-plane slices derived over input gray-
scaled LCPR images for five different subjects. Higher order bits contain visually
significant information of LCPR while lower order bits comprise more subtle
details. A subset of eight bit-planes is sufficient to represent the image without
significant loss of useful information. Bit-planes 1–4 correspond to fine and minute
textural details, and bit-planes 7–8 consist of coarse information representing overall
pictorial details. Bit-planes 5 and 6 contain more discernible information imperative
to describe LCPR region. Useful LCPR features including details of skin texture
and structure are more prominent in bit-plane 5 in comparison with bit-plane 6
visually. The following section justifies bit-plane 5 selection technically in two
realms, namely: structural similarity of bit-plane image with grayscale image and
density of texture content in each bit-plane required for periocular authentication.
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Fig. 9.11 Eight grayscale bit-planes obtained for five different subjects

Bit-Plane 5 Selection Justification Using Structural Similarity Index

Visual quality of the eight bit-planes is quantified by assessing quality of bit-plane
images in comparison to the corresponding grayscale LCPR image. A possible
approximation of visual quality is the measure of change in structural information
between the two images. Wang et al. described structural similarity index (SSIM) as
an efficient measure of visual quality assessment [37]. Among the state-of-the-art
image quality assessment index, SSIM has been proved to be better objective quality
assessment metric [11]. The method performs the computation by independently
comparing three structure components. The illumination component of bit-plane
image I1 is compared with grayscale image I2 by using Eq. 9.2.

l(I1, I2) = 2μI1μI2 + C1

μ2
I1

+ μ2
I2

+ C1
(9.2)

μI1 and μI2 represent the mean intensity values of the two images. C1 is a constant
included to avoid instability resulting when μ2

I1
+μ2

I2
approximates to zero. Contrast

comparison is expressed in terms of standard deviation values of the two images,
σI1 and σI2 . The corresponding function is represented by Eq. (9.3). C2 is a constant
similar to C1.
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c(I1, I2) = 2σI1σI2 + C2

σ 2
I1

+ σ 2
I2

+ C2
(9.3)

Structural information being independent of luminance, structure component is
computed by subtracting luminance and normalizing contrast information. Structure
comparison function is given by Eq. (9.4) with a constant C3 similar to C1 and C2.

s(I1, I2) = σI1I2 + C3

σI1σI2 + C3
(9.4)

SSIM is obtained by combining the three comparison functions and approximating
C3 = C2

2 for simplicity. Equation 9.5 represents the SSIM measure. Image statistics
and SSIM values are computed locally within a window. Local SSIM values
obtained by moving the local window over the entire image is averaged to compute
the SSIM index.

SSIM = (2μI1μI2 + C1)(2σI1I2 + C2)

(μ2
I1

+ μ2
I2

+ C1)(σ
2
I1

+ σ 2
I2

+ C2)
(9.5)

SSIM is implemented on three sets of data, namely: benchmark UBIRISv2
dataset, BMSCE 2D periocular images retrieved using high resolution; Canon EOS
Mark III camera; and low resolution periocular images captured from MacBook
Pro laptop. Figure 9.12 shows plot of SSIM values computed for 150 subjects
from UBIRISv2 datasets over different bit-planes using grayscale LCPR image as
reference. The values for bit-plane 5 is larger in Fig. 9.12a, with the peaks raising
higher than other bit-plane values. The large values indicate that bit-plane 5 image is
more structurally competent to represent original LCPR image. Smaller magnitudes
of SSIM values correspond to lower order bit-planes indicating the presence of
acute information regarding the overall LCPR structure. Figure 9.12b shows that
bit-planes 6, 7, and 8 have high SSIM. The values indicate that overall structure
of LCPR in the higher order bit-planes is similar to the original image. However,
minute details of the texture corresponding to structural complexity of edges and
ridges in LCPR are not represented. Texture is an important attribute for matching
LCPR images in addition to structural component. Density of texture in each bit-
plane image is used as an additional measure to justify contribution of bit-plane 5
for periocular authentication.

Bit-Plane 5 Selection Justification Using Texture Information

The density of texture present in bit-planes of LCPR is determined by computing
fractal dimensions. Fractal dimension is regarded as a useful index to characterize
texture complexity and details of geometric forms. Complex surfaces are associated
with rough texture, and are represented with higher values of fractal dimensions.
Smoother surfaces with finer texture have lower fractal dimensions. The “box
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Fig. 9.12 SSIM values computed for (a) bit-planes1–5 and (b) bit-planes 5–8 for 150 subjects

counting approach” is implemented on the eight LCPR bit-plane images to estimate
the fractal dimensions [22]. The method is based on Mandelbrot’s self-similarity
concept. A pattern is defined to be self-similar if the pattern is a union of N number
of distinct, non-overlapping copies of itself. Each copy is similar to the original and
scaled down by a ratio r in each dimension. Fractal dimension, D, of an image is
expressed using Eq. (9.6) in box counting approach.

D = ln N

ln 1
r

(9.6)

Figure 9.13 shows plots of fractal dimension computed over different bit-planes
of LCPR images corresponding to 150 subjects of UBIRISv2 dataset. Higher values
of fractal dimensions are observed in Fig. 9.13a for lower order bit-planes indicating
higher density of texture information in bit-planes 1–4. Comparing bit-plane 5 with
bit-planes 6 and 7 in Fig. 9.13b, bit-plane 5 incorporates more textural information.
Abstraction of minute LCPR details is least in bit-plane 8 as depicted in Fig. 9.13c.

In accordance with above discussions, bit-planes 1–4 do not incorporate suffi-
cient structural information and bit-planes 6–8 do not incorporate sufficient LCPR
textural content. A combination of overall LCPR structure coupled with fine textural
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Fig. 9.13 Plot of (a) fractal dimensions for bit-planes 1-5, (b) fractal dimensions for bit-planes
5-7, and (c) fractal dimensions for bit-planes 5–8

details is adequately represented by bit-plane 5. Numerical values of SSIM and
fractal dimensions for bit-plane 5 commensurate with the theoretical discussion and
are selected as the dominant bit-plane for subsequent LCPR matching.

Dominant Bit-Plane LBP Feature Extraction Using Radial
Filters

Feature extraction on the dominant bit-plane is implemented using a filter-based
approach. A radial filter bank is constructed as a set of oriented derivative filters with
the thresholded output as equivalent to local binary operator. The filter coefficients
computed are equivalent to weights of binary interpolation of pixel values at
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Fig. 9.14 (a–h) LBP-based radial filters corresponding to eight neighborhoods

sampling points of an LBP operator. In compliance with the work presented by
Matti et al., kernels shown in Fig. 9.14 are employed for LBP implementation [3].
The kernels represent LBP operator in a circular (8,1) neighborhood. Convolution
of an m×n 2D image with the radial filter wi for i = 1, 2 . . . .8 is represented using
Eq. (9.7).

g(x, y) =
m∑

s=−m

n∑
t=−n

w(s, t)f (x + s, y + t) (9.7)

x and y are varied so that each pixel in w neighborhood visits every pixel in the
image f . At each pixel co-ordinate (x, y), convolution stage involves computing the
product of the value f at that point and the corresponding radial filter component
w(s, t). Multiplication is followed by the addition of neighborhood products to a
single value that replaces the center pixel (x, y). The process is repeated over the
entire image. The response of the filter at location (x, y) gives the signed differences
of the center pixel and the sampling point corresponding to the filter.

Convolution of radial filter bank on the dominant bit-slice benefits reduced
computational complexity. On slicing the grayscale image f into individual bit-
planes bn binary images are resulted, where n is the number of bits used to represent
the image. The fact that bit-plane image constitutes pixel values of only 1′s and
0′s, Eq. (9.7) reduces to Eq. (9.8). Subsequent convolution operation involves only
sequences of addition operations.

g(x, y) =
m∑

s=−m

n∑
t=−n

w(s, t) ∀ b(x + s, y + t) = 1 (9.8)
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Fig. 9.15 Computational stages involved in (a) traditional LBP and (b) dominant bit-plane LBP

In reference to sample computation shown in Fig. 9.15, it is observed that traditional
LBP mechanism requires a maximum of (4 − l − 1) number of addition operations
and (4 − l) number of multiplication operations for each convolution operation.
l represents the number of “zero” elements in the input submatrix at positions
corresponding to non-zero elements of the kernel matrix. In contrast, convolution
using dominant bit-plane largely reduces mathematical operations to only (4−l−1)

number of additions and no multiplication operations.
Figure 9.16 shows dominant bit-planes and the corresponding dominant bit-plane

LBP texture maps for four different subjects. Dominant bit-plane being able to
encapsulate predominant periocular texture, local primitives including curved edges,
spots, and flat areas of periocular region are efficiently encoded into dominant bit-
plane LBP features.
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Fig. 9.16 (a) LCPR regions for four different subjects, (b) corresponding dominant bit-planes,
and (c) corresponding dominant bit-plane LBP texture maps

Determination of Dominant Bit-Plane LBP Feature Vectors

Dominant bit-plane LBP texture features, computed according to the discussions
of Sect. 9, are used to construct 256-bin histograms. Figure 9.17 shows dominant
bit-plane LBP histograms generated for two samples of four different subjects.
Graphs indicate that certain bins exhibit extreme values and lead to difficulty
in differentiating the feature vectors among the subjects. Numerical values of
the histograms are shown in Fig. 9.18, to clearly demonstrate the presence of
intermittent values. The figure shows that certain bins hold lower extreme values
corresponding to a range of (0, 10) and certain other bins exhibit exorbitantly
high extremes, raised to multiples of 103 or 104. The extreme values appear
as outliers during matching and largely hinder comparison of histograms across
different subjects. Imperative course of action to facilitate reliable matching is to
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Fig. 9.17 256-Bin dominant bit-plane LBP histograms derived for four different subjects with two
samples each

eliminate outliers. Post-processing, using outlier removal procedure, is performed
over dominant bit-plane LBP histograms to accommodate moderate values useful
and sufficient for subsequent classification. Details of the process are described in
Algorithm 4.4.1. Figure 9.19 illustrates the three stages of outlier removal procedure
pictorially.

4.4.1
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Fig. 9.18 Raw dominant bit-plane LBP values for four different subjects

Fig. 9.19 Illustration of steps involved in outlier removal process. (a) Sorting of histogram bins.
(b) Elimination of lower extreme values of histogram. (c) Elimination of higher extreme values of
histogram
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Fig. 9.20 Post-processed dominant bit-plane LBP feature vectors for two samples of four different
subjects

4.4.1 Algorithm for outlier removal process
For N number of subjects, with LCPR image {f } and bit-plane image {fbp},

• {f } = ∪{fbpr }, r = 1, 2, 3, 4, 5, 6, 7, 8
• Dominant bit-plane, {fDbp} is determined as

{fDbp} = {f } − {fbpr < SSIMthresh||fbpr < Dthresh}
• dominant bit-plane LBP image g, using radial filter w, is obtained as

• gm×n = w ∗ fm×n

• dominant bit-plane LBP histogram, LBPDB is computed as,
LBPDB = {vi}i=1:256 � ∑256

t=1 gt = m × n

• For i number of bins in each histogram,
• Histograms are arranged as LBPDBsorted

= {v1 < v2 < · · · < v256}
• Lower extreme values are removed as

LBPDBLtruncate
=⊂ {LBPDBsorted

} = {vi}|vi<10 ≈⊂ {vi}i>155
• Higher extreme values are removed as

LBPDBHtruncate
=⊂ LBPDBLtruncate

= {vi}|vi>104 ≈⊂ {vi}i>255
• Post processed LBP feature vector, LBPDBf v = LBPDBHtruncate

≈⊂ {vi}i=1:255

Post-processed feature vectors for four different subjects using two samples each
are shown in Fig. 9.20. Resulting 100-element feature vector (using values from
156th to 255th bin) is presented to the classifier. During classification, a probe image
is matched with a set of target images using a similarity measure formulated by city-
block distance.

Experiments

Experimental Datasets

The framework proposed in the current work is tested over periocular and LCPR
images retrieved from benchmark UBIRISv2 database along with high resolution
images acquired from Canon camera and low resolution images acquired using
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Table 9.1 Details of image acquisition setups

Description of
Description of unconstrained

Database Image resolution periocular images environment

UBIRISv2
benchmark
database

Horizontal: 72 dpi,
Vertical: 72dpi

Non-uniform sizes of
periocular regions for
each subject

Variations in distance,
scale, and occlusion

BMSCE 2D
periocular images

5760 × 3840 Uniform sizes of
periocular region for
all subjects

Variations in expression,
pose, and occlusion

Low resolution
periocular images

1080 × 720 Uniform sizes of
periocular regions for
all subjects

Variations in expression:
smile, surprise, and
anger, occlusions due to
flapped eyes and hair

MacBook Pro laptop camera. Canon EOS 5D Mark III camera is used to acquire
high resolution periocular images and iSight camera of MacBook Pro laptop is used
to obtain low resolution periocular images. Table 9.1 presents image descriptions of
the three datasets.

UBIRISv2 Dataset

UBIRISv2 database constitutes visible wavelength eye images of 261 subjects,
acquired on-the-move, at-a-distance, using Canon EOS 5D camera. The database
poses several challenges in scale, occlusion, and illumination [30]. Fifteen images
are available for each subject with only a subset of images having representable
periocular region and others mostly display iris region. An experimental dataset for
each subject is constructed using six images with sufficient periocular region and
no spectacles. LCPR is segmented from each periocular image of the dataset by
employing active contour segmentation approach discussed in Sect. 9. Experiments
over UBIRISv2 database demonstrate that up to 99.5% of automatically segmented
ROIs are similar to the manually segmented regions.

High Resolution Images

High resolution samples of BMSCE 2D periocular images were acquired using
Canon EOS 5D Mark III camera. The details of image acquisition setup are
tabulated in Table 9.2. Even though UBIRISv2 database was constructed using
a similar camera, major purpose of UBIRISv2 database was facilitation of iris
recognition and the area of periocular region available for each image varied
largely. Interest of the current database is to avail complete and uniform area of
periocular region for all images. Current acquisition framework captured facial
images at resolution 5760 × 3840. A set of 1620 high resolution images were
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Table 9.2 Image acquisition setup for BMSCE 2D periocular database

Setting of camera
parameters

Maximum resolution—22.3 Megapixels (5760 × 3840, AUTO
FOCUS, ISO AUTO, and JPEG format

Details of acquisi-
tion environment

The imaging framework was installed in a room under both artificial
and natural lighting conditions. The subjects were imaged at three
distances: 1 m, 1.5 m, and 2 m. Markings were made on the walls
at angles +300 and −300 from a reference 00 line and the subjects
were asked to look at the markings for image acquisition

Particulars of man-
ual cropped periocu-
lar images

width = 600 pixels, height = 500 pixels, format = tiff

Fig. 9.21 Samples of BMSCE 2D periocular images

collected from 45 different subjects in two different sessions. 36 images exhibiting
varied distances, expressions, and pose are constructed in two different sessions for
each subject. Occlusions included flapped eyes and the presence of hair. Sample
periocular images constituting the experimental dataset are shown in Fig. 9.21. Left
and right periocular regions were manually cropped along the dashed lines as shown
in Fig. 9.22. The regions were bounded by eyebrows above and start of cheekbone
below. LCPR images are segmented from each periocular region using the automatic
segmentation algorithm discussed in Sect. 9. 99.7% of automatically segmented
LCPRs matched with manually segmented images.

Low Resolution Images

Low resolution images acquired using built-in iSight camera, Apple Inc of Mac-
Book Pro laptop. The webcam captures facial images at 1080 × 720 resolution.
Varied expressions and occlusions are considered during imaging. Periocular images
constituting both eyes are manually cropped for each subject. Left and right
periocular regions are subsequently extracted and stored. A total of 120 periocular
images are collected from twenty subjects. A set of six images comprising 2 neutral
expression, 1 with eyes flapped and 3 with expression variation (smile, surprise,
and anger) are acquired for each subject. Sample images constituting the dataset are
shown in Fig. 9.23.
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Fig. 9.22 Segmentation of periocular image from the facial image. (a) Original facial image. (b)
Periocular image

Fig. 9.23 Samples of low resolution periocular images acquired using laptop built-in camera

Results and Discussion

Experimental Validation of Dominant Bit-Plane

An experimental validation is conducted to reemphasize justification of the fifth
bit-plane as the dominant bit-plane. LCPR samples of fifteen different subjects
from UBIRISv2 dataset are employed for testing. Table 9.3 tabulates authentication
results achieved over different bit-planes of LCPR, using the dominant bit-plane
LBP framework. The table shows that FAR and FRR values computed over the
eight bit-planes are in compliant with the discussion presented in Sect. 9. The
system performance is best achieved by using bit-plane 5 over others. Higher order
bit-planes witness reduced accuracy due to loss of finer details and abstraction
of only global pictorial information. Utilizing lower order bit-planes affects the
performance due to poor representation of discernible features among different
subjects, despite encompassing fine and minute texture details. Bit-plane 5 is more
promising with acceptable performance emphasizing the ability to represent useful
and discernible periocular information most appropriately.
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Table 9.3 FAR and FRR computed for different bit-planes of LCPR

Bit-plane FRR FAR Bit-plane FRR FAR

Bit-plane 1 2.58% 2.08% Bit-plane 5 1.00% 1.00%

Bit-plane 2 2.50% 2.50% Bit-plane 6 0.90% 5.50%

Bit-plane 3 0.90% 5.33% Bit-plane 7 2.50% 4.50%

Bit-plane 4 0.90% 4.83% Bit-plane 8 4.16% 4.33%

Authentication Accuracies

UBIRISv2 Database Figure 9.24a shows ROC plots obtained for left LCPR,
right LCPR, left periocular and right periocular regions. The curves show that
an authentication accuracy of 98.2% and 98.3% is achieved, respectively, for left
and right LCPR images. Using entire periocular region, an accuracy of 98.7% and
99% is attained for left and right regions, respectively. The results indicate that
no significant degradation in performance is witnessed with reducing the region
of interest to only a portion of periocular region, LCPR.

High Resolution Images Figure 9.24b shows ROC curves obtained for LCPR and
entire periocular images using DB-LBP methodology. An authentication accuracy
of up to 99.5% is achieved by employing LCPR images. Results tabulated in
Table 9.4 show that LCPR regions outperform periocular region particularly under
varied expressions. An improvement of 2.9% is witnessed by LCPR images in
the presence of occlusions. Increased performance of LCPR is accounted for the
reduced deformation during change in expression, eyeball movement, and the
presence of occlusion. Authentication attained under varied illumination and pose
is in equivalence with the results obtained using entire periocular region.

Low Resolution Images Figure 9.24c depicts ROC curves obtained for LCPR and
corresponding periocular images. An authentication accuracy of 91% and 91.2% is
attained for left and right LCPR images. Left and right periocular images achieve
90.1% and 91%, respectively. Results show that authentication using the suggested
sub-region of periocular area is more efficient than using the entire region around
the eye. The characteristic of LCPR, being the least deformed portion of periocular
region, enhances the performance of the proposed authentication system.

Table 9.5 discusses performance of the state-of-the-art periocular biometric
systems using LBP and its variant feature extraction schemes. The schemes are eval-
uated under varied unconstrained acquisition environments. The table indicates that
DB-LBP framework attains similar performance as the state-of-the-art periocular
biometric systems with the benefits of reduced template size.
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(a)

(b)

(c)

Fig. 9.24 ROC curves obtained for UBIRISv2, high resolution image and low resolution image
datasets, using entire periocular region and using LCPR
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Table 9.4 Results obtained using BMSCE 2D images under varied expressions, illumination,
pose, and occlusions due to hair and flapped eyes

Variations in Left LCPR Right LCPR Left peri Right peri

Expressions 99.2% 99.5% 96.5% 97%

Illumination 97% 97.1% 97% 97.2%

Pose 97.1% 97.3% 97% 98.2%

Occlusion due to hair and
flapped eyes

99.2% 99.4% 96% 96.5%

Table 9.5 Comparison of the state-of-the-art periocular authentication/recognition performances

Author Methodology Variability factors Accuracy %

Lyle et al. [24] LBP + SVM Soft biometric classification 93.0

Adams et al. [1] LBP + GEFE Distance, lighting, expression 92.2

Samarth et al. [14] GIST + CLBP Distance 78.6

Park et al.[29] GO + LBP + SIFT Pose, occlusion, age 80.8

Xu et al. [19] WLBP + KCFA Light, pose, expression 60.7

Joshi et al. [4] Gabor + LBP Light, distance, pose 89.7

Xu et al. [20] DT − LBP Expression, occlusion, distance 75.1

Bakshi et al. [13] Walsh Hadamard LBP Light, pose, distance 65.76

Uzzair et al. [35] LBP+PCA Light, distance, pose, spectrum 99.8

Comparison of Entire Face, Periocular Region, and LCPR Using DB-LBP

Face images available during construction of high and low resolution 2D periocular
dataset are experimented to compare performance of face with LCPR. Sample
face images used for testing are shown in Fig. 9.25. Corresponding authentica-
tion accuracies are tabulated in Table 9.6. Results show that using entire facial
information does not improve the accuracy better than using only LCPR area.
Deformation of lips and cheeks in the lower portion of face during expression
variation affects face matching results. Loss of facial information due to left and
right orientations of head in pose variant images presents an additional constraint
on improving the performance. The results enunciate that supplementing LCPR
with other portions of periocular region does not upsurge the performance largely.
Instead, an increased classification rate is achieved for LCPR images of BMSCE
2D periocular dataset, indicating its robustness to varied expression, pose, and the
presence of hair occlusions. Regardless of low resolution, expression variant images
acquired using laptop camera have been authenticated successfully and have shown
an improvement over periocular results.

Table 9.7 tabulates dominant bit-plane LBP computation time for different
regions of interests. Computation time is determined by running Matlab implemen-
tation on a MacBook Pro laptop machine with 2.5 GHz Intel Core i5 processor
and 4GB RAM. Matlab R2014a is used as programming environment. The table
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Fig. 9.25 Sample face images used for testing impact of facial information with LCPRs

Table 9.6 Comparison of DB-LPB authentication results using LCPR, periocular region, and
entire face images

Dataset LCPR Periocular region Entire face

UBIRISv2 98.3% 99% NA

BMSCE 2D periocular images 99.5% 98.2% 96%

2D periocular image 91.2% 91% 89.0%

Table 9.7 Time required for
processing different regions
of interest using DB-LBP

Region of interest Time elapsed

Face images 0.7321 s

Periocular images 0.2737 s

LCPR images 0.1825 s

Table 9.8 Comparison of
computation times of
DB-LBP with traditional LBP

Method Image size Time elapsed (s)

Dominant bit-plane LBP 150 × 600 0.1530

Filter-based LBP 150 × 600 0.2356

Pixel-wise LBP 150 × 600 19.3002

indicates that time required for processing LCPR images is approximately 1
4 th of the

time required for processing LCPR images. Computation time of periocular region
is 1.5 times the time required for LCPR images.
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Conclusion

Two prime contributions are made in the present work towards implementation
of authentication systems, specifically for memory restricted applications: (a)
proposition of dominant bit-plane LBP as a computationally efficient variation
of conventional LBP method and (b) investigation of reduced template, LCPR,
to authenticate an individual in an unconstrained acquisition environment. The
study shows that certain bit-plane images efficiently encapsulate perceptual textural
characteristics useful for classification. The idea of extracting LBP features on
a dominant bit-plane is interesting as the required operations for computing the
feature vector are simplified suiting needs of smart device applications. Table 9.8
tabulates times elapsed for LCPR feature extraction techniques using conventional
LBP and the proposed dominant bit-plane LBP. The table indicates that the proposed
scheme accomplishes feature extraction with a least time of only 0.153 s for an input
image of size 150 × 600. An effective run time ratio of 1.54 is achieved between
dominant bit-plane LBP and filter-based LBP approaches. Further, employing only
potential portions of periocular area adds to the benefit of reduced computational
cost and space, facilitating storage of large databases. Resistance to pose variation
and expression variation is attained without any pre-processing or pose correction
algorithms prior to feature extraction.
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Chapter 10
Network Analysis of Dark Web Traffic
Through the Geo-Location of South
African IP Address Space

Craig Gokhale

Introduction

With the proliferation of cyberattacks and the increasing effectiveness of cybercrim-
inals, organizations and indeed nation states are increasingly finding themselves
vulnerable and at risk [1]. The coordinated attacks of ISIS, emergence of Ran-
somware, increasing online drug sales, and child pornography have led to questions
being asked as to how these cybercrimes cannot be detected earlier. The answer lies
in anonymous networks such as TOR. The Tor Project is a collection of software
to allow anonymous communication and use of Internet technologies via a secured
network utilizing application level encryption [2]. The technology stack makes it
difficult for site owners and technology experts to identify and trace the client
systems.

Previous studies [3–5] mostly involved reducing the complexity of this process
by first reducing the set of relays or network routers to monitor, and then identifying
the actual source of anonymous traffic among network connections that are routed
via this reduced set of relays or network routers. A study by Burch [5] and Bauer
[4] in this field reveals that there have been many more efforts to reduce the set
of relays or routers to be searched than to explore methods for actually identifying
an anonymous user amidst the network connections using these routers and relays.
Few researchers have tried to comprehensively study a complete attack that involves
reducing the set of relays and routers to monitor and identifying the source of an
anonymous connection. Furthermore, to date, there is little or no evidence of any
studies which characterize the usage of a real deployed anonymity service. Thus,
this study presents observations and analyses obtained by participating in the TOR
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network and identifying the illicit trade conducted by South Africans on the TOR
network. More specifically, the purpose of the study is to investigate the use of
TOR (and alternative anonymizer frameworks) within the South African context
and specifically utilizing some of the weaknesses in these frameworks to identify the
nature, source, and destination of South African traffic on the anonymous network.

Related Research

According to Murdoch [6] deanonymization of anonymous communication is a two-
step process; the first step involves finding the anonymity set. In anonymity and
privacy parlance, the anonymity set is the set consisting of anonymized entities
(computers, humans, etc.), whose true identities have been hidden using some
anonymization scheme. The observer of such a set observes the actual set and the
set containing the former’s anonymized identities but has no way to determine the
relationship between the two sets. Murdoch [6] further notes that from the point
of view of attacks against anonymous communication networks, involving identifi-
cation of a certain anonymous client, every host or network on the Internet could
be a potential victim. However, it is not feasible, for even powerful adversaries, to
monitor each and every network or host, for identifying the source of anonymous
traffic. Various research efforts have been made to reduce the set of hosts or network
routers to monitor. In practice, some researchers have described how this anonymity
set could be determined through a Sybil attack, wherein the adversary runs several
malicious relays with the hope that some of these would be selected in users’
connections and would aid an adversary to observe traffic entering and leaving the
anonymization network. Other strategies, assuming powerful adversaries, involve
observing traffic entering and leaving the network by observing traffic in vantage
Autonomous Systems (ASes) or Internet Exchange Points (IXes), intervening the
paths from various networks to the relays of anonymization networks [7–10].

The second part of the deanonymization process deals with finding the actual
source of anonymous traffic by monitoring network connections that use the routers
or network relays, that make up the anonymity set, and transport the victim traffic
This generally involves some form of traffic analysis attack, wherein the adversary,
having access to traffic in various networks, can correlate traffic transiting the
anonymization relays with traffic flowing to (or from) the anonymity set, and
identify the source of anonymous traffic. Low-latency anonymous communication
systems geared towards semi-real-time applications, try to assure users’ quality of
service, by not modifying packet inter-arrival characteristics, such as delay and jitter.
This makes them particularly vulnerable to traffic analysis attacks [11, 12].
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Step 1: Finding the Anonymity Set

Researchers such as Pappas [13], Bauer [4], and Ovelier [14] in the past decade have
explored various methods to determine the anonymity set. Some of these efforts
included Sybil attacks, where the adversary runs malicious TOR entry and exit
relays with the hope that they would get selected in circuits, and the node operators
would be in a position to observe traffic entering and leaving the TOR network. Such
an attack was first explored in 2007 [4], where the authors proposed attracting large
fraction of TOR traffic by running malicious relays that advertised high available
bandwidth. An anonymous client could select such malicious relays in entry and exit
positions, which might be engaging in traffic analysis attack. Such attacks succeed
because TOR relay selection is biased on advertised bandwidth [2].

In a related attack, Pappas [13] suggested creating looping circuits across non-
malicious TOR relays and keeping relays busy, so as to prevent them from being
selected in circuits. In the meanwhile, the adversary could run malicious relays that
might advertise high bandwidth to increase their relative chance of being selected
in circuits, especially while the benign nodes are busy serving malicious circuits
specifically designed to keep them busy.

Ovelier [14] proposed the building of TOR paths, solely using nodes, known as
guard nodes, so as to avoid such attacks. The threat of such Sybil attacks, involving
malicious relays attracting users’ traffic, is however only partially mitigated.
Malicious relay operators could deploy nodes with high bandwidth for a certain
period of time, so as to gain adequate trust, before launching in traffic analysis
attacks.

Some researchers [7, 8], having studied the topology of the Internet, concluded
that on average, 22% of TOR circuits originate from different subnets and that
there are ASes which can observe traffic going towards a TOR entry node (from
various subnets) and from exit nodes to some popular destinations, for example,
popular search engines and free web-mail services. More recently [9], noted that a
small number of compromised TOR relays that advertise high bandwidth and IXes
observing both entry and exit traffic can deanonymize 80% of various types of TOR
circuits within about 6 months.

In 2012, Murdoch [6] showed primarily through simulations, that a small set of
IXes could observe traffic entering and leaving several TOR entry and exit nodes
within the UK. He further revealed through simulations, that NetFlow, a traffic
monitoring system installed in commodity routers, could be used to launch analysis
attacks against TOR. The results were, however, mostly based on simulations,
involving data obtained from by observing a single TOR relay.

The research reported above does not provide any intuition of the accuracy
one can expect while practically using Net-Flow based statistics to deanonymize
anonymous traffic. Thus, this research attempts to fill this gap by performing active
traffic analysis to deanonymize TOR clients and explore the accuracy and practical
issues involved in deanonymizing anonymous traffic.
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Traffic analysis techniques have been explored in the past, for determining the
anonymity set. For example, in 2012, Murdoch [10] developed the first practical
traffic analysis attack against TOR and proposed a technique to determine the TOR
relays involved in a circuit. The method involved a corrupt server, accessed by
the victim client, and corrupt TOR client that could form one-hop circuits with
arbitrary TOR nodes. The server modulates the data being sent back to the client,
while the corrupt TOR node is used to measure delay between itself and TOR
nodes. The inverse correlation between the perturbations in the client server traffic,
deliberately introduced by the corrupt server, and the one-way delay, measured by
the corrupt TOR client helped identify the relays involved in a particular circuit.
Evans [15] demonstrated that the traffic analysis attack proposed by Murdoch [6]
was no more applicable due to the large number of TOR relays, the large volume
of TOR traffic, low end-to-end quality of service, and possible network bottleneck
locations between the adversaries’ vantage point and the victim relays. The above
researcher proposed a method to amplify the network traffic by using circuits that
repeatedly used the same relays and aided in easier identification of the relays.

Anonymous Network Communication Systems

Anonymous network communication systems enable users to hide their network
identity (e.g., IP address) from their communication peers and also prevents network
eavesdroppers to know the actual source or destination of messages. Most of these
systems rely on sending traffic via one or more proxies, and may additionally
encrypt traffic [16], to obfuscate the true source or destination of messages (as
described ahead in detail). Such systems are often classified as low-latency and high-
latency anonymous communication systems. Low-latency systems are designed to
be efficient for semi-interactive applications such as web browsing and instant
messaging. High-latency systems are geared towards delay tolerant applications
such as e-mail. Low-latency network anonymization systems are further classified
based on the routing paradigms they employ—those that are derived from Onion
Routing [16] and those that are based upon Crowds [17]. Systems such as TOR [16],
JAP [JAP,], and I2P [i2p,] employ deterministic routing, wherein the set of proxies
through which the traffic is sent is known by the connection or session initiator (Fig.
10.1).

The client obtains a list of the available TOR relays from a directory service
1, establishes a circuit using multiple TOR nodes 2, and then starts forwarding
its traffic through the newly created circuit [4], and One Swarm [19] employ
probabilistic traffic routing schemes similar to Crowds. Each traffic forwarding relay
in such a system randomly chooses to send the traffic either to the destination or to
another relay in the system.
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Fig. 10.1 Basics steps for communicating through TOR. Reproduced from: McCoy [18]

The Deep and Dark Web Defined

If we conceive the Web as a data ocean, most of us are interacting with the wavy,
transparent, and easily navigable Surface Web. The Surface Web is the portion of
the Web that has been crawled and indexed (and thus searchable) by standard search
engines such as Google or Bing via a regular web browser. In the darkness below,
beneath the electronic thermocline, are the abyssal depths of the Deep Web (also
referred to as the Invisible Web or Hidden Web) the portion of the web that has not
been crawled and indexed, and thus is beyond the sonar reach of standard search
engines. It is technically impossible to estimate accurately the size of the Deep Web
[1]. However, it is telling that Google currently the largest search engine has only
indexed 4–16% of the Surface Web. The Deep Web is approximately 400–500 times
more massive than the Surface Web. It is estimated that the data stored on just the 60
largest Deep Web sites alone are 40 times larger than the size of the entire Surface
Web Growing rapidly within the Deep Web is the Dark Web (also referred to as the
Dark Web, Dark Net, or Dark Internet) [20]. Originally, the Darkness referred to any
or all network hosts that could not be reached by the Internet. However, once users
of these network hosts started sharing files (often anonymously) over a distributed
network that was not indexed by standard search engines, the Dark Web became a
key part of the Deep Web. Unlike the traffic on the Surface Web or most parts of the
Deep Web, most Dark Web sites can only be accessed anonymously. Preliminary
studies have revealed that the Deep Web actually contains the largest expanding
reservoir of fresh information on the Internet. These websites are usually narrower,
but with much deeper content material, as compared to regular surface sites.
Furthermore, because most of the materials are protected content, the overall quality
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of the content from the Deep Web is typically better and more valuable than that of
the Surface Web. It is also estimated that more than 50% of the Deep Web content is
located in topic-specific directories (www.thehiddenwiki.net), making it even more
accessible and relevant to targeted searches. In addition the Deep Web and Dark Web
are growing. Multiple technologies, such as ubiquitous computing, distributed/cloud
computing, mobile computing, and sensor networks, have all contributed to the
expansion of the Deep Web [21]. Advances in secure/anonymous web hosting
services, crypto currency/Dark Wallet, and development of crimeware are further
contributing to the growth of the Dark Web. A variety of crypto currencies such
as Bitcoin, Darkcoin, or Peercoin (see coinmarketcap.com for a complete listing)
have been in use for anonymous business transactions that are conducted within and
across most Dark Web marketplaces. Hackers for hire and multilingual call centers
have also accelerated the growth of Dark Web [20].

Accessing and Navigating the Dark Web

The Dark Web can be reached through decentralized, anonymized nodes on a
number of networks including TOR [2] or I2P (Invisible Internet Project). TOR,
which was initially released as The Onion Routing project in 2002, [16] was
originally created by the US Naval Research Laboratory as a tool for anonymously
communicating online. TOR “refers both to the software that you install on your
computer to run TOR and the network of computers that manages TOR connections”
[22]. TOR’s users connect to websites “through a series of virtual tunnels rather
than making a direct connection, thus allowing both organizations and individuals
to share information over public networks without compromising their privacy” [2].
Users route their web traffic through other users’ computers such that the traffic
cannot be traced to the original user. TOR essentially establishes layers (like layers
of an onion) and routes traffic through those layers to conceal users’ identities.

According to Clark [22] to get from layer to layer, TOR has established “relays”
on computers around the world through which information passes [22]. Information
is encrypted between relays, and “all TOR traffic passes through at least three relays
before it reaches its destination.” The final relay is called the “exit relay,” and the
IP address of this relay is viewed as the source of the TOR traffic. When using TOR
software, users’ IP addresses remain hidden. As such, it appears that the connection
to any given website “is coming from the IP address of a TOR exit relay, which
can be anywhere in the world” [22]. While data on the magnitude of the Dark Web
and how they relate to the Surface Web are not clear, data on TOR users do exist.
According to metrics from the TOR Project, the mean number of daily TOR users in
the USA across the first 3 months of 2015 was 360,775—or 16.56% of total mean
daily TOR user [2]. The USA has the largest number of mean daily TOR users,
followed by Germany (over 9%) and Russia (nearly 8%).

http://www.thehiddenwiki.net
http://coinmarketcap.com
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What Are the Uses of the Dark Web?

A smart person buying recreational drugs online wouldn’t want to type related
keywords into a regular browser. He/she will need to anonymously go online using
an infrastructure that will never lead interested parties to his/her IP address or
physical location [18]. Drug sellers wouldn’t want to set up shop in an online
location whose registrant law enforcement can easily determine or where the site’s
IP address exist in the real world, too. There are many other reasons, apart from
buying drugs, why people would want to remain anonymous or set up sites that
can’t be traced back to a physical location or entity. People who want to shield
their communications from government surveillance may require the cover of Dark
Webs. Whistle-blowers may want to share vast amounts of insider information to
journalists without leaving a paper trail. Dissidents in restrictive regimes may need
anonymity in order to safely let the world know what’s happening in their country
[18]. On the flip side, people who want to plot the assassination of a high-profile
target will want a guaranteed but untraceable means. Other illegal services like
selling documents such as passports and credit cards also require an infrastructure
that guarantees anonymity. The same can be said for people who leak other people’s
personal information like addresses and contact details.

The Impact of Anonymous Communication Networks
on Cyber Security in Smart Cities

According to Cui et al. [23] smart cities are expected to improve the quality of
daily life, promote sustainable development, and improve the functionality of urban
systems. As many smart systems have been implemented, security and privacy
issues have become a major challenge that requires effective countermeasures.
However, traditional cybersecurity protection strategies cannot be applied directly to
these intelligent applications because of the heterogeneity, scalability, and dynamic
characteristics of smart cities [23].

Pelton and Singh [24] further noted the world of the Internet and the continuing
global spread of cyber-services and new capabilities such as the Internet of Things,
the cloud, and industrial control systems such as SCADA networks has expanded
the scope of cyber-crime and redefined the scope of security systems in the smart
city. Pelton and Singh [24] further noted that the utilization of anonymous networks
such as TOR will pose huge threats to smart cities and new capabilities such as the
Internet of Things.
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Research Methodology

Past research mostly involved reducing the complexity of this process by first
reducing the set of relays or network routers to monitor, and then identifying the
actual source of anonymous traffic among network connections that are routed via
this reduced set of relays or network routers to monitor. A study of various research
efforts in this field reveals that there have been many more efforts to reduce the set
of relays or routers to be searched than to explore methods for actually identifying
an anonymous user amidst the network connections using these routers and relays.
Few have tried to comprehensively study a complete attack that involves reducing
the set of relays and routers to monitor and identifying the source of an anonymous
connection.

The research was largely of a Design Science nature with the addition of a
qualitative element. According to Hevner [25], Design science creates and evaluates
IT artifacts intended to solve identified organizational problems. It involves a
rigorous process to design artifacts to solve observed problems, to make research
contributions, to evaluate the designs, and to communicate the results to appropriate
audiences. Such artifacts may include constructs, models, methods, and instantia-
tions [25]. They might also include social innovations or new properties of technical,
social, and/or informational resources; in short, this definition includes any designed
object with an embedded solution to an understood research problem.

Research Question

What is the extent of South African traffic on anonymized networks?
The study analyzed application layer header data relayed through the router to

determine the protocol distribution in the anonymous network. The results showed
the types of applications currently used over TOR, a substantial amount of which is
non-interactive traffic.

Research Taxonomy

It is evident from Fig. 10.2 which presents a research taxonomy on various
platforms, that the research platforms can be classified into three categories, namely,
Experiments, Simulations, and Analysis.

Saleh [26] notes that the majority of studies undertaking TOR analysis experi-
ment as a research (paradigm) and platform deployed their private testbeds with 1–2
clients and 1–2 servers. Several studies by Blond [27], McCoy [18], and Dingeldine
[28] deployed limited number of relays for experiments. Number of clients were
increased drastically in the Planet Lab and Cloud setup for TOR experiments.
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Moreover, traffic analysis was the most frequently studied topic. Majority research
works used the default TOR setup without any modifications. The experiment design
utilized for the study was aligned to that of McCoy [18].

Experiment Design

The research was largely of a Design Science (DS) nature, with the addition
of a qualitative element. According to Hevner [25], design science creates and
evaluates IT artifacts intended to solve identified organizational problems. It
involves a rigorous process to design artifacts to solve observed problems, to make
research contributions, to evaluate the designs, and to communicate the results to
appropriate audiences. Such artifacts may include constructs, models, methods, and
instantiations [25]. They might also include social innovations or new properties of
technical, social, and/or informational resources; in short, this definition includes
any designed object with an embedded solution to an understood research problem.

Three papers from the early 1990s introduced DS research to the IS community.
According to Nunamaker [29] who advocated the integration of system development
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into the research process, by proposing a multimethod logical approach that would
include the following:

1. Theory building.
2. Systems development.
3. Experimentation.
4. Observations.

Nunamaker [29] defined information systems design theory as a class of research
that would stand as an equal with traditional social science based theory building and
testing. Nunamaker [29] further pointed out that design research could contribute to
the applicability of IS research by facilitating its application to better address the
kinds of problems faced by IS practitioners.

An experiment was conducted to better understand the TOR Network and how
it is being used in South Africa. The project encompassed the following high-level
methodology:

1. Development and implementation of customized TOR node (bridge) code to
allow for the logging and monitoring of TOR traffic.

2. Connection to the existing TOR node network and enable full control based
logging of the following events:

(a) CIRC

Information on newly created, already existing and closed TOR nodes. This
module is responsible for ensuring the connection to the TOR network is
maintained.

(b) STREAM

Information on status of application streams including which circuit is used
for the connection (e.g.„ HTTP-based connection data).

(c) ORCONN

Newly established and closed connections to TOR nodes.

(d) BW

Bandwidth utilized by the TOR node.

(e) STREAM_BW

Bandwidth used by the various streams within the TOR node configuration.

(f) DEBUG, INFO, NOTICE, WARN, ERR

Information messages related to the running of the TOR node.

(g) ADDRMAP

Domain-to-IP mapping that is cached by TOR client to determine the actual
Internet address of the connected client.
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(h) NEWDESC, AUTHDIR_NEWDESCS, DESCCHANGED

TOR directory services.

3. Implementation of geo based firewall rules to prevent connecting for Internet IP
addresses outside of the geographical border of South Africa.

4. Collect and analyze logged data.

Configuration of a Private TOR Network

A small, stand-alone test network was created to conduct experiments on TOR. This
was done so as to not disturb any nodes that were functioning as part of the live
global TOR network operating on the Internet.

Network Layout

The network consists of a TOR exit node and the exit node was running the latest
version of TOR. The hardware components for the TOR exit node configuration
enlisted the following:

• Front end Dark web pair routing devices (16 Gig Ram, 256 Gig SSD, 4 TB
attached RAID, Secondary NIC (Software MAC allocation)

• Client Management System (8 GB RAM, 512 GB HDD)

Figure 10.3 shows a graphical representation of the layout of the network. The
monitors represent the end users of TOR; the red hexagon symbol is the TOR exit
node. In order to access content on the TOR network a user will bypass the exit
node, allowing us to capture their IP address and gain valuable information into the
websites visited by the user.

TOR Configuration

TOR determines all of its configuration settings from a file called the Torrc file.
Settings listed in this file tell TOR what name to use, what services to run, what
types of logging to perform, what policies to enforce, and, for the stand-alone
environment, which directory servers to use. The specification of these is important
because the relays must know where to upload their descriptors and the clients must
know where they can find a list of relays to use. By default, TOR uses the directory
servers that have been hard-coded into it. By providing a list of the own directory
servers, the study informs TOR to use one of ours and to not use any of the preloaded
ones.
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Fig. 10.3 Experiment
design. Source: Researchers
Development

Data Collection Methodology

To better understand South African TOR usage, the study sets up a TOR exit node
on a 5 GB/s network link. This node joined the currently deployed network during
the period of 27th September–5th November 2017. The first week was utilized as
a testing period for the exit node and the data gathered during this period was
not utilized in the analysis of this study. During the first week of the pilot study
there were no configuration issues experienced on the server. The first 3 days of
the testing period, a minimal amount of bandwidth was allocated to the TOR exit
node. This bandwidth was increased over the forthcoming days of the testing period.
An increase in the bandwidth allocation to the exit node saw excessive amounts of
traffic passing through the node; however, the node remained stable. The only issue
encountered over the testing period were the cyberattacks the node came under.

This configuration allowed the researcher to record a large amount of TOR traffic
in short periods of time.

Results

TOR Usage

As reflected in Fig. 10.4, the average number of daily South African TOR users
ranged between 4000 and 6000 between the month of October and November 2017.

The experiment was conducted during the last week of September 2017 and
ending during the first week of November 2017; thus, the contribution of TOR
usage of South Africans is therefore small in comparison to the total number of
TOR users globally. During the period of the experiment as mentioned above, the
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Fig. 10.4 Directly connecting users in South Africa. Source: TOR [30]

total number of TOR users globally range between 275,000 and 300,000 users and
South Africa contributed only 2% of the total number of TOR users globally, this is
disproportionately small to countries such as USA and Germany.

Final Observation

The experiment yielded a total of 11,763,480 hits on various websites, which were
thereafter categorized into 52 different categories which varied from social media
to the visiting of extreme websites such as pornography, weapons, and hacking as
shown in Table 10.1.

The largest proportion of websites visited during the experiment was classified as
social media sites. According to Statistics South Africa [31] 70% of South Africans
weekly activities are spent online, visiting social media sites. As a large proportion
of traffic passing through the exit node as shown in Fig. 10.5 was during working
hours one could ascertain that employers were utilizing TOR at work to gain access
to social media sites.

The primary usage of TOR in a South African context is used to bypass a
company’s proxy server to allow for anonymous browsing. This allows employees
at organizations to access social networking sites and search for jobs without being
traced on a company’s network. This places a huge risk not only to the companies’
network but also for individuals’ accessing social networks on TOR. Studies by
Flores [32], Django [33], and Dingeldine [34], whilst monitoring traffic on the Dark
Web found the predominant usage of TOR was to access illicit websites and engage
in unlawful trade. The findings presented in Fig. 10.5 do not support the studies
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Table 10.1 Website
classification

URL classification Hits

Social networks 2,208,750
Job search 718,900
Web TV 651,326
Advertising 567,840
Web radio 519,586
Update sites 389,474
Porn 285,348
Spyware 277,695
Sex 180,235
Forum 169,024
Automobile 163,080
URL shortner 158,928
Tracker 157,724
Government 157,718
Alcohol 156,536
Hacking 153,504
Radio/TV 151,008
ISP 150,282
Homestyle 148,720
Music 147,828
Webmail 147,318
Web phones 144,823
Warez 144,807
Drugs 143,360
Military 142,740
Chat 140,990
Downloads 140,685
Science 139,113
Finance 139,000
Ringtones 138,320
News 137,718
Religion 136,956
Dating 136,398
AnonVPN 135,300
Pod casts 134,536
Models 133,750
Gamble 133,358
Recreation 133,342
Aggressive 132,990
Image hosting 132,225
Search engines 129,870
Politics 129,840

(continued)
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Table 10.1 (continued) URL classification Hits

Remote control 127,534
Violence 124,440
Hospitals 124,230
Shopping 123,903
Education 123,615
Hobby 122,089
Library 121,847
Movies 121,555
Weapons 118,215
Dynamic 115,107
Total URL hits 11,763,480

Reproduced by: Researchers
Development
The predominant usage of TOR by
South Africans is depicted in this
table

Sex

WEBSITE CLASSIFICATION
Spyware

Porn
Update Sites

Web Radio

Adver�sing

Web TV Job Search

Social
Networks

Fig. 10.5 Website classification. Source: Researchers Development

presented by Blond [27], Chertoff [35], and Dingeldine [34]. A potential flaw in
their studies was that they only monitored exit routing traffic to countries such as
Germany, the USA, and parts of Europe. Vitaris [36] noted that the majority the
majority of pornographic websites and drug trade could be found in countries such
as the USA, Germany, and Europe.

Figure 10.6 provides a further declassification of Social media ebsites.
A declassification of the social media websites shows that the majority of the

social media traffic was directed to Facebook. Facebook has recently launched a
TOR browser version of their social media platform. Django’s [33] observations of
Dark Web traffic found the dominant amount of traffic passing through the exit node
was that off malicious activities. The primary use of TOR in Django [33] study was
the usage of the Dark Web to purchase drugs and to visit pornographic websites. A
further study by Flores [32] only noted the use of emails by West Africans when
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Fig. 10.6 Social media distribution. Source: Researchers Development

targeting individuals and businesses. Flores [32] findings in terms of social media
activities on the Dark Web were only related to scam emails and a few chat groups.
The findings from this study do not correlate with that off Django [33] and Flores
[32], as they noted the major use of TOR was to access pornographic websites, illicit
trade, and the use of TOR to distribute scam emails on the Dark Web.

Figure 10.7 represents a classification of the chat activity associated with the
social media activities.

There was a total of 136,398 visits to dating websites. Findings from Flores [32]
noted the use of TOR by West Africans when targeting individuals and businesses
with scam activities. Flores [32] further noted the use of TOR by West Africans in
developing scam emails and posing fraudulent profiles on social media websites.
This study, however, did not log any traffic to any off the West African countries.
This study therefore proves the use of TOR by South Africans on these dating
websites to be associated with scam activity and remaining anonymous in doing
so. This finding will therefore add to the findings to that of Flores [32] where the
issue of the utilization of TOR in scamming individuals and businesses is not only
confined to West African countries but also associated to South Africa as well.

This will also tie in with theoretical framework of the study that is based on
the Space Transition Theory as proposed by Jaishankar [37], where he explains
the behaviors of the persons who bring out their conforming and nonconforming
behaviors in the physical space and virtual space. Jaishankar [37] also noted that
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Fig. 10.7 Chat classification. Source: Researchers Development

in the Space Transition Theory people behave differently when they move from
one space to another. Individuals that repress crime in a physical space, would
commit such crimes in the virtual space. Jaishankar [37] also noted concepts such
as cyberstalking and cyber-defamation where offenders make use of online space
because of its anonymity and widespread approach.

Conclusion

The primary objective of the study was to understand TOR usage by South Africans.
In particular, the study provided observations that helped understand how TOR is
being used, how TOR is being misused, and who participates in the network as
clients and routers. Given the ease at which an eavesdropping exit router can log
sensitive user information, a method for detecting malicious logging of exit routers
was developed and evidence provided that there are such routers that specifically
log insecure protocol exit traffic. In collaboration with changes in the South African
legal landscape (implementation of laws and structures to govern South African
Internet use), it is likely that this study will provide an independent analysis and
justification for some of the controls proposed.
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Introduction

Cloud computing is a model for enabling convenient, on demand network access
to a shared pool of configurable computing resources (e.g., networks, servers,
storage, applications, and services) that can be rapidly provisioned and released
with minimal management effort or service provider interaction [1]. Service models
existing in cloud computing are detailed as follows.

Infrastructure as a Service

IaaS is where physical server space is rented and kept at a vendor’s data warehouse.
The customer can install any legal software to the server that enables him to allow
access to his staff and clients. The IaaS layer offers storage and computer resources
that developers and IT ions can use to deliver business solutions [2].

Platform as a Service

PaaS is where the operating system is hosted “in the cloud,” rather than being
physically installed on end user hardware. The PaaS layer offers standard remote
services with which developers can build applications on top of the computer
infrastructure. This might include developer tools that are offered as a service to
access data, build other services such as billing, database, etc. [3].

Software as a Service

For SaaS, the service provider hosts the software so end user doesn’t need to install
it, manage it, or buy hardware for it. End user has to establish, connect, and use
it. SaaS examples include customer relationship management as a service, email,
logistics software, order management software, payroll software, and any other
software which is hosted on the Internet and not physically installed on end user
computer. Software as a service SaaS is where most businesses start their journey
to cloud computing, typically starting with the remote delivery of email and online
backup of business information [4].

In the current chapter, a mobile bill payment application has been designed
and developed in Java programming language for the purpose of secure bill
payment over the cloud. The web application is hosted on cloud. Google Cloud
Platform, “Google App Engine,” is used for the deployment of mobile bill payment
application. A financial application that contains confidential information needs to



11 LBCLCT: Location Based Cross Language Cipher Technique 223

be secure. Affine cipher technique is used with geographic coordinates to encrypt
the information and compare with rail fence cipher technique. After encryption,
language translation has been done on cipher text.

To the best of our knowledge, this is first of its kind of work in this direction.
For the sake of convenience and simplicity, the rest of the paper is organized
as follows: Sect. 11 describes deployment models of cloud computing, Sect. 11
describes about cryptography, Sect. 11 describes literature survey, Sect. 11 describes
the methodology adopted, Sects. 11 and 11 describe the encryption using affine
cipher and encryption using rail fence cipher, respectively, Sect. 11 describes
translation mapping, Sect. 11 describes algorithm/pseudocode, Sect. 11 describes
the simulation environment and shows the flow chart of the proposed work, and
Sect. 11 shows the results followed by conclusion and references.

Deployment Models for Cloud Architecture Solution

Private Cloud

It refers to cloud computing on private networks. Private clouds are built for the
use of one client, providing full control over data, security, and quality of service.
Private clouds can be built and managed by a company’s own IT organization or by
a cloud provider.

Community Cloud

The cloud infrastructure is used by several organizations and helps a particular
community that has communal concerns. It may be managed by a third party or
the organization.

Public Cloud

Computing resources are available on the Internet through the web applications or
web services at run time from third-party provider. Public clouds are widely used
by third parties, and applications from different customers are likely to be mixed
together on the cloud’s servers, storage systems, and networks.

Hybrid Cloud

A hybrid cloud environment combines multiple public and private cloud models.
Hybrid clouds introduce the complexity of determining how to distribute applica-
tions across both a public and private cloud [5].
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Cryptography

In today’s time, everyone in some context is attached to Internet and the system
attached to the Internet is under influence from viruses and various attacks from
the attacker. User’s information may be sensitive such as bank account information,
insurance policy details, Aadhaar number, Permanent account number, credit card
detail, and biometric details, which cannot be shared with any one on the network.
Therefore nowadays, it is necessary to protect the information from suspicious
activities that may misuse or harm the user’s information.

Cryptography is the way to protect information that is to be sent over the
network. The original information is converted into some other form which is
not understandable by others called cipher text and this cipher text is transmitted
over the network. This process of converting original data into cipher text is called
encryption. At the receiver side, the cipher text is again converted into original form
of data. This process is called decryption.

Literature Survey

In [6] the authors discussed the encryption technique that improved substitution
approach to encrypt the plain text and which uses poly-alphabetic cipher technique.
Hill cipher technique is applied to the encrypted text for generating the new cipher
text. This double process is used to make encryption approach more strong and
secure than the previous techniques. In [7] the authors discussed about the deceitful
activities such as financial fraud, credit card fraud transaction, and insurance
fraud which are of important concerns to many organizations including insurance
companies, banks, and public service organizations. The authors identified some
issues which are not solved including real time fraud detection and discussed the
fraud data analytics techniques with big data. In [8] the authors described the web
application security threats that posed some challenges for data privacy and security.
Major vulnerabilities that are part of Open Web Application Security Project have
been described. A tool such as Burp Suite [9] is explained for how to detect and
analyze the vulnerabilities. The authors explained the secure development life cycle
to mitigate the vulnerabilities. Detection of web threats with the help of security
testing and penetration testing is also discussed. In [10] the authors discussed
about the one time pad cipher encryption technique. The one time pad cipher’s
key is generated using Fibonacci series formula. To make the generated cipher
more difficult to decrypt, the affine cipher was integrated with one time pad cipher
encryption technique. The authors used Borland Delphi 7.0 to make encryption and
decryption easier. In [11] the author described about the cryptography which is an
important matter of security and confidentiality of communication over Internet.
The author introduced the classic and modern encryption. As a classic encryption,
affine cipher is analyzed and improved by using extended set of alphabet, encryption
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of packet, and hash function. In [12] the authors introduced the concept of online
voting using the voter’s biometrics. An application is designed and developed using
Android SDK. The application has aimed to vote through digital medium such as
Android mobile platform. In [13] the authors presented a topic model to access
the activities of an individual. Geo-location information is used from social media
for the classification of activities of individual. Many activity patterns have been
found from individual activity data through social media. The authors extended this
model to observe user specific patterns and also extended to account for missing
activities. In [14] the authors described the deployment of web application on
cloud platform. A financial transaction web application is designed and developed
in Java programming language. The web application is deployed on Google App
Engine. In [15] the authors discussed about the security of data over the network.
Various cryptographic attacks have been described. Some network attacks such
as brute force attack and dictionary attack have been demonstrated on the policy
premium payment web application that is hosted on cloud platform. In [16] the
author discussed the security issues in the service models (SaaS, PaaS, and IaaS)
of the cloud computing. The author presented a qualitative analysis of threats
and vulnerabilities towards service models. In [17] the authors discussed about
the secure search and recovery of user data in cloud framework. A new approach
of dual encryption has been introduced to provide more security to the current
techniques of fuzzy keyword search. For improvement in information security, the
authors used symmetric and asymmetric algorithms. In [18] the authors described
about the dynamic allocation of virtual machine in cloud computing. Utilization
threshold methodology is used which provides absolute median deviation for setting
up threshold. In [19] the authors proposed a new cryptographic technique which is
simple yet powerful. The authors also showed the effectiveness of technique by
comparing it with well-known classical cipher techniques. In [20] the authors came
up with a triplicative encryption scheme comprising AES standard to ensure the con-
fidentiality, integrity, and authenticity. The authors also implemented the technique
on alphabetical, numerical, and alphanumerical data. In [21] the authors combined
the Caesar cipher and rail fence cipher techniques with a cross language cipher
technique and implemented them in Java. The authors simulated and compared the
results of these techniques. In [22] the authors introduced a framework to ensure
authentication, confidentiality, and integrity of data in wireless sensor networks. The
authors aimed to propose encryption by using elliptic curve cryptography. In [23]
the authors focused on improvising the task scheduling in homogeneous as well as
heterogeneous cloud-based IoT applications. Algorithms using swarm optimization
have been implemented and results have been compared for different experienced
data traffic categories. In [24] the authors proposed an industry-oriented method of
multipath routing in industrial Internet of things (IIoTs). The technique is tested and
results are compared with that of the standard optimization techniques. In [25] the
authors came up with various local search algorithms to solve the issue of limited
energy of sensors in wireless sensor networks (WSNs) when the initial energy
of sensors varies. The three proposed algorithms are simulated and the result is
compared with existing dominating set algorithm. In [26] the authors introduced a
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framework to establish a secure and seamless mutual authentication in 5G network.
Hash and global assertion value have been used to show how the system achieves
security goals of wireless medical sensor networks (WMSNs) in short time. In
[27] the authors designed and assessed a network security model to deal with the
increasing confidentiality and security threats in Internet of things (IoT). Various
components as well as fundamentals of network security have also been discussed.

Methodology Adopted

In the current chapter to show the effective working of the proposed language trans-
lation technique, it has been encrypted twice, first by using key based encryption—
“Affine Cipher Technique,” then by using keyless cryptographic technique—“Rail
Fence Cipher Technique.”

Encryption Using Affine Cipher

Encryption techniques have been used to secure information before sending over
the network. A mobile bill payment application has been designed and developed.
User’s confidential information has been encrypted using affine cipher encryption
technique. Affine cipher, a classic cryptographic approach, has been used in
this work to encrypt the sensitive information of the user on the network. An
improvement has been made to the classic affine cipher technique by introducing
one dynamic key instead of static key. The concept of geo-location has been used
for generating the keys for the affine cipher technique. The keys are obtained by
the geographic coordinates of the user, which are latitude and longitude. The first
key is kept static and second key is dynamic whose value is the sum of latitude and
longitude value. The improved affine cipher technique makes the information more
strong and secure.

Encryption E(x) = (key1*x + key2) mod 26

Decryption D(x) = (inverse(key1) * (x - key2)) mod 26

Encryption Using Rail Fence Cipher

For sending the important information over the network, it needs to be secure before
transmitted. User’s important information has been encrypted using rail fence cipher



11 LBCLCT: Location Based Cross Language Cipher Technique 227

technique. Rail fence is a transposition cipher technique. This technique involves the
following steps: first, writing the plain text elements as a sequence of diagonal and
second, to generate cipher text, read it as sequence of row. For example, suppose a
plain text is: encryption. The plain text would be written as:

e c y t o

n r p i n

To encrypt, cipher text is produced by reading across the rows. The cipher text
is: ecytonrpin.

Translation Mapping

Cipher text has to be stronger before sending over the Internet so that it becomes
impossible or it may take a long time to decrypt for an attacker. Cipher text which
is generated after the improved affine encryption technique is translated into two
Indian languages. First, original cipher text which is in the form of digits has been
translated into English language alphabets. Second, the mapped English language
characters are further translated into Hindi language characters. This process made
the original confidential information more secure.

Proposed Algorithms/Pseudocode

Two algorithms are hereby proposed to handle the credit card security by validating
the user information and validating credit card number. Figure 11.1 depicts the
flowchart for the proposed algorithm.
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Algorithm 1 Validating user data
Notation
mnum: mobile number
bamt: bill amount
cnum: credit card number
cvv: card verification value
edate: expiry date
Trigger: User submit the Plain Text
if (mnum=NaN or length(mnum)!=10)

print “mobile number must be of 10 digits”
elseif (bamt=NaN)

print “please enter valid amount”
elseif(cnum=NaN or length(cnum) !=16 or!(luhnCheck(cnum)))

print “card number is not valid”
elseif (cvv=NaN or length(cvv)!=3)

print “cvv number must be of 3 digits”
elseif (edate<december,2018)

print “value must be december,2018 or later.”
elseif (edate>december,2021)

print “value must be december,2021 or earlier.”
else

print “successful”

Algorithm 2 Validating credit card number using Luhn Mod10 algorithm [28]

Trigger: credit card number (cnum) validation
len: length of credit card number, total: 0
luhnCheck(cnum) {
for i from 0 to len -1

digit: cnum[i]
if (i%2==0)

digit = digit*2
if (digit < 9)

digit = digit /10 + digit % 10
total = total + digit

if (total % 10==0)
print “Valid”

else
print “Card number is not valid”

}
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Fig. 11.1 Flow chart
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Simulation and Result

The proposed system is simulated on Google platform, Google App Engine.
Google App Engine is chosen over other cloud platforms because it supports
several programming languages and facilitates the development and deployment
of application on Google Cloud Server. In terms of hardware requirements, for
implementation, a 32 bit Intel core i3 processor @ 1.90 GHz, RAM being 4 GB in
size was used. In terms of software requirements, for implementation, Microsoft
Windows operating system (windows 7), Eclipse IDE Mars Version, and Java
Development Kit 1.7 were used.

In Table 11.1, a special character (.) is used as a separator during affine encryption
to separate the encrypted values so that it might be used in decryption process.
Further this character is mapped to other special character (?) when encrypted data
is mapped to English characters.

In Table 11.1, Key1 is considered to be static with value 5 as value of this key
and size of the alphabet set which is 26 must be co-prime.

In Table 11.2, at the destination side, Cipher text (in Hindi language) is received
by the user. The unicode value of each received Hindi character was then translated
or mapped to its corresponding English language character. Thereafter the affine
cipher technique was applied to obtain back the original credit card number.

In Table 11.3, at source side, plain text (in English) that is the credit card number
is encrypted using rail fence cipher which is mapped to corresponding English
characters. Then unicode values are found for each of the characters and the values
are translated to respective Hindi characters to be sent as final cipher text.

In Table 11.4, at the destination side, cipher text (in Hindi language) is received
by the user. The unicode value of each received Hindi character was then translated

Table 11.1 Example showing encryption process using key based technique (affine cipher)

Process Text

User input as plain text 5214789741236547 (sample 16 digit credit card num-
ber)

Affine cipher encrypted text
Key1=5(Static) Key2=105
(longitude + latitude)

0.11.6.21.10.15.20.10.21.6.11.16.5.0.21.10

Cipher text mapped to English char-
acters

A?BB?G?CB?BA?BF?CA?BA?CB?G?BB
?BG?F?A?CB?BA?

Corresponding Hindi language uni-
code values

2309,2404,2348,2348,2404,2327,2404,233
0,2348,2404,2348,2309,2404,2348,2347,2
404,2330,2309,2404,2348,2309,2404,2330
,2348,2404,2327,2404,2348,2348,2404,23
48,2327,2404,2347,2404,2309,2404,2330,
2348,2404,2348,2309,2404

Final cipher text to be transmitted
as Hindi characters
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Table 11.2 Example showing decryption process using key based technique (affine cipher)

Process Text
Cipher text received

Unicode value for the cipher text
received

2309,2404,2348,2348,2404,2327,2404,233
0,2348,2404,2348,2309,2404,2348,2347,2
404,2330,2309,2404,2348,2309,2404,2330
,2348,2404,2327,2404,2348,2348,2404,23
48,2327,2404,2347,2404,2309,2404,2330,
2348,2404,2348,2309,2404

Unicode value mapped to English
characters

A?BB?G?CB?BA?BF?CA?BA?CB?G?BB
?BG?F?A?CB?BA?

Text after language translation 0.11.6.21.10.15.20.10.21.6.11.16.5.0.21.10

Affine cipher decrypted text using
two keys

5214789741236547

Table 11.3 Example showing encryption process using key less technique (rail fence cipher)

Process Text

User input as plain text 5214789741236547 (sample 16 digit credit card num-
ber)

Rail fence cipher encrypted text 5179426424871357

Cipher text mapped to English char-
acters

FBHJECGECEIHBDFH

Corresponding Hindi language uni-
code values

2347,2348,2361,2332,2311,2330,2327,231
1,2330,2311,2312,2361,2348,2342,2347,2 361

Final cipher text to be transmitted as
Hindi characters

Table 11.4 Example showing decryption process using key less technique (rail fence cipher)

Process Text
Cipher text received

Unicode value for the cipher text
received

2347,2348,2361,2332,2311,2330,2327,231
1,2330,2311,2312,2361,2348,2342,2347,2 361

Unicode value mapped to english
characters

FBHJECGECEIHBDFH

Text after language translation 5179426424871357

Rail fence cipher decrypted text 5214789741236547

Table 11.5 Comparison of
cryptographic techniques on
the basis of line of code and
execution time

Cryptographic technique Affine cipher Rail fence cipher

Line of code (LOC) 121 117

Execution time (ns) 3,272,977 535,376

or mapped to its corresponding English language character. Thereafter the rail fence
cipher technique was applied to obtain back the original credit card number.
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Fig. 11.2 Graphical representation of comparison of affine cipher and rail fence cipher on the
basis of line of code
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Fig. 11.3 Graphical representation of comparison of affine cipher and rail fence cipher on the
basis of execution time

The above graphs depict that although there is not much difference in the lines
of code executed for both techniques but affine cipher technique took at least 6
times more execution time as compared to rail fence cipher. To demonstrate the
effectiveness of the proposed algorithm, comparision has been made on the basis
of two parameters: execution time and line of codes. Table 11.5 depicts the data in
tabular form. Figures 11.2 and 11.3 graphically depict the comparison.

Conclusion and Future Scope

The task of design, development, and deployment of mobile bill payment appli-
cation in J2EE was successfully achieved. For wider reach for the open source
community, the application is hosted on the web server: Google App Engine, which
is a platform as a service. In this paper two encryption techniques, one is key based
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with geographic coordinates as key and other is keyless, were implemented along
with cross language mapping to generate cipher text. In future, representation of
same work with more techniques such as Vigenere cipher, Hill cipher, Caesar cipher,
simple substitution cipher, and Playfair cipher would be implemented. Besides
latitude and longitude, other set of keys such as IP (Internet Protocol) address, MAC
(Media Access Control) address of device and social credentials of an individual like
driving license, voter ID, PAN number, and AADHAR card number is also proposed
to be taken. Apart from that, applying encryption in Hindi text is also proposed.
Our proposed algorithm of Location Based Cross Language Cipher Technique
(LBCLCT) can be integrated in AES/DES algorithm to increase the level of security.

Submission and Acknowledgement This chapter is an expanded and extended version of CLCT
[29]. The authors wish to acknowledge the research oriented environment provided by GGSIP
University.
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